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 

Abstract—This paper studies the jitter effects on the detection 

performance of M-sequence-based multiple-input multiple-output 

(MIMO) radar systems through time domain simulations. Jitter 

was modeled to be present in the system as timing jitter in the 

receivers’ clock, and as phase jitter in the receivers’ local 

oscillators. The system performance was evaluated in terms of 

probability of detection versus signal to noise ratio (SNR). Three 

types of MIMO radar processing schemes are investigated: a 

non-coherent MIMO, a decentralized radar network (DRN), and a 

re-phased netted radar (RPNR) processing. It was found that the 

presence of time jitter degraded the detection performance of the 

RPNR; however, it did not impose significant effects on the 

non-coherent MIMO and DRN processing schemes. Furthermore, 

it was demonstrated that the phase jitter at the MIMO radar 

receivers directly influenced the SNR yielding the same 

probability of detection, regardless the type of processing scheme 

chosen. Limiting the phase jitter terms to below 0.1 radian 

suppresses the performance degradation. 

 
Index Terms—MIMO radar, phase jitter, probability of 

detection, time jitter  

 

I. INTRODUCTION 

ultiple-input multiple-output (MIMO) radars have been 

receiving extensive research interests due to its potential 

in improving numerous aspects of the conventional single-input 

single-output (SISO) radar systems. The MIMO radar concept 

originated from the idea to utilize spatial diversity in combating 

radar cross section (RCS) fluctuations, which can be achieved 

by employing orthogonal signals using widely separated 

transmitting antenna elements. This approach has been proven 

viable in producing improved detection performance compared 

to the conventional phased array antenna methods [1, 2]. In 

parallel, MIMO radar scheme with co-located antennas was also 

being investigated, focusing on waveform design to increase the 

accuracy of direction estimation and target localization [3-5].  
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Later research works indicated that the usage of wideband 

MIMO radar improves the radar ambiguity function 

characteristics and the resolution of imaging and synthetic 

aperture radar results [6, 7].  

Nevertheless, the initial works on MIMO radar assumed ideal 

conditions of the transmitting waveforms, target mobility, 

antenna orientat ion, and perfect synchronization. However, 

these assumptions are unlikely to hold in practical systems. 

Moreover, a MIMO radar consists of multiple transmitters and 

receivers distributed in the system, consequently enhancing the 

system complexity compared to the SISO systems. This will 

increase the effects of hardware imperfections and design errors 

on the system performance, particularly in MIMO radars 

utilizing widely distributed antennas. From the implementation 

point of view, it is essential to consider these effects in 

evaluating MIMO radar performance.  

Several researches have been done to evaluate the 

performance of MIMO radar while considering system 

imperfections: for example, Chen et al. reported that calibration 

accuracy of antenna position in a MIMO array is essential to 

achieve good target location estimation [8]. Furthermore, 

Akcakaya et al. studied the performance of a coherent MIMO 

radar system under phase synchronization error effects due to 

modeling errors [9]. It was shown that synchronization 

mismatch degraded the detection performance severely, and an 

adaptive energy distribution technique to compensate the losses 

in signal to noise ratio (SNR) was proposed.  

In this present paper, the effects of jitter on the detection 

performance of a MIMO radar system with widely separated 

antennas were investigated through time domain simulations. 

The motivation of this work was to evaluate the system 

performance under the influence of hardware imperfections 

(presence of jitter), even in the absence of modeling errors. 

Despite the fact that radar systems suffer performance 

degradation in various aspects due to jitter [10, 11], to the 

authors knowledge, the evaluation of jitter effects on the 

detection performance of MIMO radar systems have not been 

quantitatively evaluated. Furthermore, other works mainly took 

the approach of using Monte Carlo simulations, where random 

data were used as the MIMO radar signal, while assuming that 

the orthogonality condition was achieved in some way. The 

present paper used a deterministic simulation in the time domain, 

adopting pre-determined M-sequences as the MIMO radar  
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Fig. 1.  MIMO radar system diagram. 

 

 

signal. Previously, the authors investigated the effects of 

sampling jitter on a MIMO radar system detecting a stationary 

target providing a constant RCS [12]. This present study further 

the investigation, firstly by considering a fluctuating target 

model, and secondly, by taking into account the effects of phase 

jitter at the local oscillators of the radar receivers.  

Timing jitter is defined as uncertainty of sampling points at 

the receiver, attributed to jitters in the universal clock of the 

system, affecting all signal processing operations that are driven 

by the system’s clock. On the other hand, the phase jitter exists 

as the instability of the frequency generated by the local 

oscillators at the radar receivers. The effects of time and phase 

jitter were evaluated separately to provide a deeper insight on 

their effects on the system’s performance.  

The remainder of the paper is organized as follows. The next 

section discusses the simulation method used to evaluate timing 

jitter effects on the performance of MIMO radar systems. 

Section III describes the effects of phase jitter on the detection 

performance of MIMO radar systems, and finally, the 

concluding remarks are presented in Section IV. 

 

II. SIMULATION OF TIMING JITTER EFFECTS ON THE DETECTION 

PERFORMANCE OF MIMO RADAR SYSTEM 

 

A. Simulation Model 

The block diagram of the simulation model is depicted in Fig. 

1. A time domain model of a MIMO radar system with M 

transmitters and N receivers is modeled in the equivalent 

baseband region. The system employs M-sequences as the 

transmit signals generated from 7-stage shift registers. 

Sequences with low cross-correlation codes were used in order 

for them to be orthogonal to each other. The signals are sampled 

at 2.5 GS/s, and filtered to occupy 500 MHz of bandwidth. 

Major parameters of the simulation model are summarized in 

Table I. Mathematically, the baseband representation of the  

TABLE I 

SIMULATION PARAMETERS. 

Parameters Description 

Sampling rate 2.5 GS/s 

Filter roll-off factor 0.5 

Oversampling 5 

Bandwidth 500 MHz 

M-Sequence (Code length) Order of 7 (127) 

Number of points in each iteration 100 000 

 

signal arriving at the k
th

 receiver can be expressed by 
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where H0/1 is 0 or 1 depending on the absence or presence of 

target, respectively; sm is the m
th

 transmitted signal, m,k is the 

delay occurring during the path between the m
th

 transmitter, 

target and the k
th

 receiver, zk is the thermal noise, and m,k() is 

the transmission coefficient that accounts for the RCS 

distribution of the target. In this study, a fluctuating RCS 

corresponding to Swerling I model [13] was considered, where 

m,k is represented by random variables following Chi-squared 

probability density function (PDF ) with two degrees of freedom 

derived by 
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where σav is the average RCS over all target fluctuations. The 

Swerling I model was chosen since it is well known to 

approximate the RCS distribution of a moving airplane. At 

every receiver, a matched filter corresponding to each 

transmitting sequence was implemented. Taking into account all 

receiving signals entering the receiver, the output of the h
th
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where ⊗ denotes a convolutional operation, sh is the reference 

signal at the h
th

 matched filter, Rh is the autocorrelation function 

of sm, Rm,h is the cross-correlation function of sm with sh, and nh,k 

is the resulting noise after the h
th

 matched filter at the k
th

 

receiver. Consequently, considering a MIMO radar system with 

M transmitters and N receivers, a total of M matched filters are 

adopted at each receiver, providing MN outputs, arranged as 
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and can be re-arranged into a vector as 

            TMNNMM xxxxxx ,...,...,,,,, 1,221111 X
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where T is the transpose operator. The resulting signal matrix is 

then jointly processed at a centralized processing unit, returning 

a detection decision based on an appropriate threshold. The 

detection performance of the MIMO radar systems depend on 

the type of processing scheme applied to the receiving signal 

matrix, which will be explained in the subsequent sub-section. 

 

B. MIMO Radar Signal Processing Scheme used in this Study 

This paper considers three types of joint signal processing 

schemes which have been proposed in MIMO radar through 

previous literatures, namely the non-coherent MIMO, the 

re-phased netted radar (RPNR), and the decentralized radar 

network (DRN) processing. The non-coherent MIMO 

processing (afterward termed “MIMO”) has been proposed in 

many initial literatures on MIMO radar as a general scheme to 

process the receiving signals in a non-coherent way, where a 

generalized likelihood ratio test is utilized [1, 2]. The RPNR and 

DRN were discussed here due to the fact that these types of 

processing can be applied to the same radar network while 

keeping its geometry fixed. 

The MIMO processing scheme is derived from the optimal 

Neyman-Pearson detector, where a likelihood ratio test is 

formulated between two hypotheses H1 and H0, corresponds to 

the presence and absence of the target, respectively. The 

likelihood ratio test is therefore given by 
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where p(r(t))|H1) and p(r(t)|H0) are the probability density 

functions of the observation vector (r = [ r1, …, rN ]
T
) under the 

respective hypotheses. Following similar steps described by 

Fishler et al. [1], when the detector has full knowledge of the 

energy contained in X and the noise variance, it was shown that 

the detector can be given by 


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where || || denotes the vector norm, and λ is an appropriate 

threshold to keep a desired probability of false alarm (Pfa). This 

processing scheme is non-coherent since the detection is based 

on the received signal power alone. 

On the other hand, the RPNR performs a coherent summation 

of the signals after they are processed through the bank of 

matched filters. The signals phases were re-aligned in such a 

way so that the summation maximizes the SNR. The detection in 

this type of processing is determined by 
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where the k  is the phase of the desired signal arriving at the k
th

 

recevier, when target is present. This type of processing is 

challenging to be implemented, since it requires the prior 

knowledge of the signal path lengths. This may be obtained for 

example through utilization of target localization algorithm in 

pre-detection stage. The RPRN provides the upper bound of 

detection performance, and is used as a benchmark with the 

other processing schemes. 

The DRN scheme works in a decentralized way where it 

implements a two-stage approach of detection. All the 

transmitter-receiver pairs works separately to produce its own 

detection decision in the initial stage using non-coherent 

processing, and these results are subsequently fused at the 

central processing unit. The output of the first stage of threshold 

processing at the k
th

 receiver is given by 
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The second stage applies another threshold processing on the 

output of all receivers, hence giving the detection by 
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Fig. 2.  Timing jitter in the MIMO radar receiver. 

 

where L is an appropriate threshold to achieve the chosen Pfa      

It can be observed that all processing schemes utilize MN 

number of receiving signals for detection. This implies that the 

MIMO radar system’s performance is a function of MN (refer to 

Appendix I for a general approximation of the MIMO radar 

probability of detection (Pd)). The value of MN has a direct 

impact on the total receiving signal power, hence the signal to 

noise ratio (SNR). Therefore, when M is not equal to N, the Pd 

will yield similar trend to the case of M equals to N, however, 

with a shift in SNR, depending on the value of MN. For example, 

a 2×4 configuration would yield a poorer Pd compared to a 4×4 

system, shifting the Pd curve to the right due to loss in SNR. For 

the sake of simplicity, simulations in this study were conducted 

in cases of M equals to N. The number of antenna will also have 

a direct impact on the Pd of the MIMO radar system, since it 

governs the total number of receiving signal, MN.  

 

C. Timing Jitter Specification 

The timing jitter was modeled in the time domain as a random 

jitter. The system’s clock samples at T + εk, where T was the 

actual clock edge, and εk was the variation in spacing due to time 

jitter. The εk was modeled to yield random values following a 

Gaussian distribution, with zero mean and standard deviation t 

of 0.1, to 1% of the ideal clock period. The Gaussian 

assumption of the jitter distribution was supported by the fact 

that the primary source of the random jitter was the thermal 

noise; and according to the central limit theorem, the summation 

of many uncorrelated noise sources, regardless of their 

distributions, approaches a Gaussian distribution [14, 15]. 

Considering that the MIMO radar system consisted of multiple 

receivers in a widely separated location, independent timing 

jitter was modeled in each of the receiver, as depicted in Fig. 2. 

Figure 3 illustrates the probability density function of the 

modeled time jitter with different values of standard deviation. 

In can be observed in the figure that at the sampling rate used in 

the simulation model, t of 0.1 and 1 % corresponded to 

standard deviations of 0.4 and 4 ps in the time domain,  
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Fig. 3.  Modeled jitter distribution with different values of t. 

 

respectively. These values of t were chosen in similar order to 

standard jitter values in most high speed applications such as in 

[16]. It was assumed that the transmitter side was not subject to 

time jitter, since it can be represented by the jitter at the 

receivers. 

 

D. Results and Analyses 

The detection performance of the simulated MIMO radar 

system under the presence of jitter was presented in terms of 

probability of detection (Pd) versus SNR, for all type of 

processing schemes. The SNR here was defined by the ratio of 

the mean of the total signal power to the total noise power at the 

receiver. In the simulations, the Pfa was fixed at 10
-6

 for all 

cases. 

In Fig. 4 (a), we plot the Pd curve for each type of processing 

in a 2×2 configuration, in ideal cases, where jitter is not present 

(t = 0). It is shown that all processing schemes yielded 

improvements in detection probability compared to the SISO 

case. The RPNR yielded the best performance due to the 

processing gain obtained from the phase information of the 

signals. The MIMO processing scheme performed almost 

equally with RPNR, with not much difference at high SNR 

region, for example at SNR = 15 dB which corresponded to Pd = 

0.8.  The DRN yielded the worst performance, however, its Pd 

improved with increasing transmitter and receiver pairs, as 

shown in the 4×4 configuration in Fig. 4 (b). These results 

agreed well with numerical and experimental results reported in 

[17].  

The Pd curves in the presence of jitter are presented in Figs. 5 

and 6, while varying t from 0.1 to 1% of the ideal clock. In the 

2×2 case shown in Fig. 5 (a), negligible performance 

degradation was observed when t = 0.1%. However, when 

significant amount of jitter is present, as in the case of t = 1%, 

the RPNR performance degraded significantly. This is evident 

in Fig. 5 (b), where a loss of 6 dB in SNR can be observed at Pd 

= 0.8. The degradation was attributable to inaccurate sampling 

during the re-phasing of the receiving signal due to timing jitter. 
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Fig. 4.  Probability of detection of the simulated MIMO radar system in ideal cases: (a) 2×2 and (b) 4×4 configurations. 
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Fig. 5.  Probability of detection under jitter influence in a 2×2 configuration: (a) t = 0.1 % and (b) t = 1 %.     

 

In this particular case, the MIMO processing only suffered 

negligible degradation, and as a result, it performed better than 

the RPNR. Fig. 5 (b) depicted similar trends in the 4×4 case, 

where RPNR requires 5 dB of extra SNR to perform equally 

with MIMO processing at Pd = 0.8. Here, it is also shown that 

the DRN outperformed the RPNR, since it did not exhibit 

significant degradation. The performance degradation of RPNR 

however will be bounded by the performance of the scheme 

without implementation of signal re-phasing at the receivers. 

It can be concluded that the presence of timing jitter had no 

significant impact on MIMO radar systems using the MIMO 

and DRN, which utilized a non-coherent detection in a joint, and 

de-centralized processing, respectively. On the other hand, the 

RPNR processing scheme suffered significant degradation 

when large amount of jitter was present, since it required precise 

alignment of the receiving signals phase. This result 

demonstrated the robustness of the MIMO processing against  

 

 

the presence of jitter, since they are based on statistical 

processing and were not timing-wise critical. However, in either 

way, suppressing the timing jitter’s standard deviation below 

0.1% of the ideal clock (0.4 ps in this case) was sufficient to 

prevent performance loss in either case of processing scheme 

used. 

 

III. SIMULATION OF PHASE JITTER EFFECTS ON THE 

PERFORMANCE OF MIMO RADAR SYSTEM 

In this section, the detection performance of the simulated 

MIMO radar systems is evaluated while considering the effects 

of phase jitter at the local oscillator of each receiver. We 

modified the previous simulation model into a passband model, 

so that the effects of phase jitter at each receiver can be 

simulated. The details of the model will be described in the next 

sub-section.  
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Fig. 6.  Probability of detection under jitter influence in a 4×4 configuration: (a) t = 0.1 % and (b) t = 1 %. 
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Fig. 7.   Phase jitter in the MIMO radar receiver array. 
 

 

A. Simulation Model Considering Phase Jitter. 

Figure 7 depicts the simulation model considering phase jitter 

in the receiver side of the MIMO radar system. Similar 

simulation parameters as listed in Table I were used, and each 

transmitting signal were up-converted to a center frequency of 1 

GHz. At the receivers, the arriving signals were passed through 

mixers for down-converting operation, prior to matched 

filtering and signal processing. The mixers were fed with carrier 

signals from the receiver’s local oscillators, which were 

modeled to have specific phase jitter characteristics. Ideally, the  

carrier signal can be expressed by 

   tfAty c2sin ,                                   (11) 

where A is the peak amplitude and fc is the center frequency. The 

phase jitter was modeled in such a way that the signal in Eq. (11) 

consisted of variation of phase characterized by 

    
       ttftAty c   2sin1 ,                     (12) 
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Fig. 8.  Simulated probability of detection of MIMO radar system under phase 

jitter influence: (a) 2×2,  and (c) 4×4 configurations. 
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where (t) was the phase variation in radian, taking values from 

-π to π, and ψ(t) was termed as the amplitude error which 

corresponded to small amplitude variations due to other noises 

in the system. The phase jitter was represented by (t), which 

followed Gaussian distribution, with standard deviation  as 

the controlling parameter. In this study, independent phase jitter 

was modeled at the each receiver. The amplitude error ψ(t) was 

assumed to be relatively small and thus not considered in this 

work. 

B. Results and Analyses 

The simulation results considering phase jitter is presented in 

Fig. 8. Similar to the previous simulations, the Pfa was fixed at 

10
-6

 for all cases. It was shown that when only phase jitter was 

taken into consideration, the performance of the simulated 

MIMO radar degraded with increasing value of . Interestingly, 

the Pd of all types of processing schemes exhibited similar trend 

of degradation versus SNR, as shown in Fig. 8. This was evident 

in cases of  taking a large value of 0.5 radian, where the Pd 

resulted in 2 dB loss at low SNR region. Nevertheless, no 

significant degradation was observed when  took values of 0.1 

radian or lower (not shown here due to space consideration), 

indicating that the performance losses were negligible. 

Furthermore, referring to Fig. 8 (c), 4×4 configuration marked 

similar trend of performance degradation to the 2×2 case. 

Figure 9 shows the receiver operating curves (ROC) of the 

MIMO radar systems, where the Pd is plotted while varying the 

Pfa from 10
-1

 to 10
-6

. The ROC is plotted with fixed SNR of 10 

dB, and cases where the phase jitters were  = 0.1 and 0.5 

radian. This is to show that at a fixed SNR, the performance 

losses in Pd of all type of processing schemes were similar, even 

when choosing different Pfa. It can be observed in Fig. 9 (a) that 

at Pfa = 10
-6

,
 
all processing schemes marked approximately 5% 

loss of Pd, when  took values of 0.5 radian. The degradation 

amount gradually decreased with increasing Pfa, for example, to 

2% at Pfa = 10
-2

. Figure 9 (b) shows that the 4×4 case yielded 

similar trend, however, with slightly larger Pd degradation. The 

Pd degradation of all processing schemes at Pfa = 10
-6

 and  = 

0.5 were calculated and summarized in Table II.  From the table, 

it was evident that the DRN processing indicated significant Pd 

degradation with increasing numbers of antenna. The Pd 

degraded approximately 2% when scaling up the MIMO 

configuration from 2×2 to 3×3, and another 2% to 4×4. This 

result implied that when a large MIMO configuration was used 

(e.g. 10 to 100 elements), the phase jitter could significantly 

degrade the Pd when  was sufficiently large, especially for the 

DRN.  
Summarizing the above results, it can be concluded that 

phase jitters directly affects the SNR yielding equivalent 

performance of the MIMO radar systems, regardless of the 

types of processing scheme used. Although the degradation was 

negligible when phase jitter was insignificant, it is worth to 

consider the degradation amount, especially when the system 

does not have sufficient SNR margin, and when the MIMO  
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Fig. 9.  Receiver operating curves of the simulated MIMO radar systems with 

presence of severe phase jitter: (a) 2×2 and (b) 4×4 configurations. 

 

configuration is large. This is because the performance 

degradation scaled up with increasing antenna elements in the 

MIMO radar system. Implementing a large MIMO 

configuration up to 100 elements and above as described in [18] 

could suffer significant performance degradation due to phase 

jitter. Therefore, in severe cases, it is recommended to utilize 

adaptive techniques to compensate the SNR loss, for example, 

an optimal energy distribution method proposed in [9].  

 

IV. CONCLUDING REMARKS 

The detection performance of M-sequence-based MIMO 

radar systems considering the presence of jitter was evaluated 

through time domain simulations. Firstly, it was observed that 

the effects of timing jitter on the detection performance of 

MIMO radar were negligible when a non-coherent MIMO and 

DRN processing scheme were used. However, the detection 

performance of RPNR scheme degraded significantly when the 

standard deviation of the timing jitter was 1 % of the ideal clock. 
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TABLE II 

PROBABILITY OF DETECTION DEGRADATION FOR INCREASING 

TRANSMIT-RECEIVE ELEMENTS IN MIMO RADAR 

MIMO 

configuration 

Pd Degradationa 

MIMO RPNR DRN 

2×2 0.061 0.063 0.046 

3×3 0.061 0.064 0.066 

4×4 0.067 0.065 0.084 
a.
Pfa = 10

-6
,  = 0.5, SNR = 10 dB. 

 

Secondly, it was shown that phase jitter at the local oscillator 

of each receiver directly degraded the SNR yielding similar 

probability of detection of the MIMO radar system, regardless 

of processing scheme chosen. In can be concluded from the 

results that the performance degradation due to phase jitter were 

negligible if the amount of jitter was limited to below 0.1 radian. 

Nevertheless, the effects of phase jitter may become significant 

when using a large MIMO array in conditions with low SNR 

margin.   

In conclusion, the effects of timing jitters were significant 

only in the case of a coherent processing (i.e. RPNR scheme), 

therefore consideration of timing jitter should be given when 

using this type of processing. On the other hand, significant 

phase jitters were found to give a direct impact on the Pd, 

regardless of the type of processing scheme, especially when 

using a large MIMO configuration. The author recommends that 

the phase jitter is to be considered when dealing with large 

MIMO array, e.g., consisting of 10 to 100 antenna elements.  

 

APPENDIX I 

APPROXIMATION OF THE MIMO RADAR PROBABILITY OF 

DETECTION 

Statistical description of the probability of detection of the 

MIMO radar system is presented. Since the simulation model 

used pre-determined M-sequence-based signals, it is difficult to 

derive a close-form solution of the system. However, by 

assuming that the transmitted signals are random data with 

Gaussian distribution, we can derive an approximation of the 

probability of detection statistically. For a SISO radar system 

detecting a Swerling I target, the PDF of the receive signal in the 

presence noise is derived as 
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where s and n are the variance of the receive signal and noise, 

respectively. The probability of detection hence can be 

expressed by 
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where is the threshold to achieve a chosen Pfa for the SISO case. 

When a MIMO processing is applied, the overall PDF of the 

receive signal follows a gamma distribution [19], derived as 
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Hence, Pd of the system can be expressed by 
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Here, by choosing the same threshold and Pfa, it can be observed 

the improvement of Pd in a MIMO radar system compared to a 

SISO system depends on the resulting number of MN matched 

filter outputs, as expressed in the final form of Eq. (16). 
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