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 

Abstract—The most common method for screening and 

diagnosing breast cancer is mammography. However, it lacks 

high diagnostic accuracy. The low positive predictive values of 

breast biopsy outcomes using mammogram interpretations often 

lead to unnecessary biopsies for patients with benign outcomes. 

In this research report, a mammographic diagnostic method is 

presented in distinguishing malignant breast cancer and benign 

disease for biopsy outcome predictions using a neural network 

classification model and receiver operating characteristic (ROC) 

curve evaluation. The proposed model uses a two-stage back-

propagation neural network approach including both linear and 

nonlinear components of calculations with iterative training 

processes and an adjustable learning rate. The iterative training 

processes along with the adjustable learning rate can ensure that 

the model has a low minimum mean-square error (MMSE) 

throughout the training of the model. The probability of 

misclassification error and performance of our model in 

diagnosing malignant breast cancer and benign disease for breast 

biopsy outcome predictions have been evaluated based on a large 

mammographic mass dataset using the model sensitivity, 

specificity, and ROC curve analysis. An estimated area of the 

ROC curve of our model is 0.9626±0.0069 for breast biopsy 

outcome predictions, which outperforms the diagnostic accuracy 

of previously reported methods. The sensitivity, specificity, 

precision, and accuracy of our model simulations are 89.33%, 

89.93%, 89.33% and 89.64%, respectively. Therefore, our model 

along with mammography can provide highly accurate and 

consistent diagnoses in distinguishing malignant and benign cases 

for breast cancer biopsy outcome predictions, reducing the 

number of unnecessary biopsies for patients with benign 

outcomes. 
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I. INTRODUCTION 

CCORDING to the World Health Organization [1], 7.6 

million people worldwide die from cancer each year. 

Breast cancer is currently one of the top cancers diagnosed in 

women in both developed and developing nations. Globally, 

breast cancer is the principal cause of cancer death among 

women. Breast cancer tumors typically do not produce 

symptoms until they are relatively large at advanced stages. 

Early breast cancer diagnosis improves chances of long-term 

survival for patients. However, the majority of breast cancer 

deaths occur in low- and middle-income countries, where most 

of the women are diagnosed in later stages mainly due to lack 

of awareness and barriers to health service access [1]. 

According to Centers for Disease Control and Prevention 

[2], cancer is the second leading cause of death in the United 

States. American Cancer Society (ACS) projects an estimated 

1,638,910 new cancer cases to occur in 2012 [3-4]. Among all 

cancer cases, breast cancer ranks as the second leading cause 

of cancer death and the leading cause of new cancer cases in 

women [4]. ACS also forecasts 229,060 new cases of invasive 

breast cancer and 39,920 breast cancer deaths in the United 

States in 2012. 

Female breast cancer mortality rates in the United States 

initially increased from 1975 to 1990, and then gradually 

decreased annually up to the current year [5]. The recent 

decrease in female breast cancer mortality rates is generally 

attributed to greater awareness of breast cancer, earlier 

detections, enhanced diagnostic methods, and advanced 

medical treatments. Thus, diagnosing breast cancer in patients 

at an early stage before symptoms develop is an important 

factor influencing their chances of long-term survival.  

Cancer is a disease that causes cells in the body to change 

and grow out of control. Most types of cancer eventually form 

lumps or masses referred to as tumors [4]. Breast cancer 

tumors typically do not produce symptoms until they are 

relatively large at advanced stages [3-4]. Most breast cancer 

tumors at earlier stages are benign, which are not yet 

malignant and life-threatening. They do not yet grow 

uncontrollably or spread. Thus, early detection of breast 

cancer masses can improve the chances of long-term survival 
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for patients. An accurate diagnosis highly enhances early 

detection, ensuring that the patient receives the most 

appropriate treatment and care. Therefore, diagnosing breast 

cancer in women at an earlier stage before symptoms appear is 

important. 

Currently, there are four main methods of breast cancer 

diagnosis, which are used to distinguish malignant tumors 

from benign ones. They include surgical biopsy, magnetic 

resonance imaging (MRI), mammography, and fine needle 

aspiration (FNA) cytology. For surgical biopsy, the reported 

accuracy of breast cancer diagnosis is close to 100% [6], and 

for MRI, benign and malignant diagnoses are 70% and 92% 

accurate, respectively [7]. For mammography, the diagnostic 

accuracy of distinguishing malignant breast cancer and benign 

disease is between 68% and 79% [6]. For FNA cytology, 

diagnostic accuracy varies from 65% to 98% [9-10]. Of the 

four methods, surgical biopsy is the most accurate diagnostic 

method, but it is expensive, invasive, and inconvenient for the 

patient. The diagnostic accuracy of malignant cases via MRI 

screening is relatively high, but the accuracy of its benign 

diagnoses is comparably lower. In addition, breast MRI scans 

are relatively expensive. Mammography, which is a non-

invasive method, lacks high diagnostic accuracy. The low 

positive predictions of mammogram interpretations lead to a 

high number of unnecessary biopsies for benign outcomes [8].  

Even though FNA is the least expensive method, it is an 

invasive procedure. When using MRI, FNA cytology, or 

mammography to detect a breast cancer tumor, surgical biopsy 

is usually needed to confirm the state of its malignancy [11]. 

Increasing the diagnostic accuracy of mammography can 

reduce the number of unnecessary surgical biopsies for benign 

outcomes and provide patients with the option of a 

comparably inexpensive and non-invasive procedure.   

Mammography is the screening process that uses low-

energy x-rays to examine a woman’s breast. It is used as a 

diagnostic and screening tool for early detection and diagnosis 

of breast cancer, typically through detection of characteristic 

masses and/or microcalcifications (such as tiny deposits of 

calcium).  

A mammogram is an x-ray picture or image of the breast 

obtained by using mammography. The x-ray image makes it 

possible to detect tumors, which cannot be felt by patients. 

Currently, there are two kinds of mammograms [12]: 

screening and diagnostic mammograms. The screening 

mammogram is used to check for breast cancer in women who 

have no signs or symptoms of the disease. It can also be used 

to find microcalcifications that sometimes indicate the 

presence of breast cancer. The diagnostic mammogram is used 

to check for breast cancer after a lump or other symptom of 

the disease has been found. Besides a lump, signs of breast 

cancer can include breast pain, thickening of the breast skin, 

nipple discharge, and a change in breast size or shape [3, 12]. 

However, these signs may also be signs of benign disease 

symptoms. Thus, the diagnostic mammogram can also be used 

to evaluate changes found during a screening mammogram or 

to view breast tissue when it is difficult to obtain it in a 

screening mammogram. 

Early detection of breast cancer by using mammography 

greatly improves the chances of survival for patients [8, 13-

17]. Although mammography is a sensitive procedure for 

detecting breast cancer, it lacks high diagnostic accuracy. In 

other words, the positive predictive value of breast biopsy 

outcomes is low, which leads to unnecessary biopsies for 

benign outcomes. In addition, there are false-negative and 

false-positive results [12]. The false-negative results occur 

when mammograms appear normal even through breast cancer 

is present. The false-negative results may lead to delays in 

treatment and a false sense of security for affected women. 

The false-positive results occur when radiologists decide 

mammograms are abnormal but no cancer is actually present. 

In fact, only 10-34% of women, who undergo breast biopsies 

for mammographically detected, impalpable, and suspicious 

lesions, are actually found to have malignant pathology [8, 

18]. Eventually, several hundreds of thousands of biopsies are 

performed on benign rather than malignant cases each year. 

The women undergo unnecessary breast biopsies for benign 

cases. This leads to discomfort, extra expenses, potential 

complications, changes in cosmetic breast appearances, 

anxiety, and psychological distress for affected women [18, 

19]. Therefore, if a relatively objective system is created to 

enhance mammographic diagnosis with consistently high 

accuracy, patients can then bypass unnecessarily additional 

examinations and even the need for surgical biopsies.  

A common way for radiologists to describe mammogram 

findings based on the breast image reporting and database 

system (BIRADS) is established by the American College of 

Radiology (ACR) [20]. BIRADS includes seven standardized 

categories that allow radiologists to make an assessment to 

support the decision of a physician to perform a breast biopsy 

or a follow-up diagnosis. By using BIRADS along with 

various characteristics, such as mass shape, obtained from a 

mammogram, several computer aided diagnosis (CAD) 

systems were developed to distinguish malignant breast cancer 

and benign disease. One research report used CAD approaches 

to predict breast cancer biopsy outcomes based on an 

intelligible decision process [8]. Methods in other research 

papers, included a case-based reasoning classifier using 

different similarity measures based on Euclidean and 

Hamming distances [19, 21-23], an artificial neural network 

approach based on BIRADS descriptions [24, 25], a 

classification based on a decision tree approach [26], and a 

prediction method using a distributed genetic programming 

approach [13]. These methods were proposed using 

mammogram data to predict breast cancer biopsy outcomes or 

to classify malignant and benign lumps. 

In this research report, a different and enhanced approach is 

proposed for mammographic diagnosis for breast biopsy 

outcome predictions utilizing a neural network classification 

model and ROC curve evaluation. This classification model 

contains two components: a training model and a diagnostic 

model. The training model is based on a two-stage back-

propagation neural network approach, along with an iterative 

training method and an adjustable learning rate. The 

diagnostic model is able to distinguish and classify malignant 
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breast cancers and benign diseases for breast biopsy outcome 

predictions. The probability of misclassification error and 

performance of the proposed classification model were 

evaluated using the model sensitivity, specificity, and ROC 

curve analysis. 

II. MATERIALS AND METHODS 

In this section, mammographic dataset of breast cancer 

tumors are first described. Then, diagnostic methods of the 

neural network classification model and ROC curve evaluation 

are introduced in detail, including the training and diagnostic 

models, as well as their corresponding structures, algorithms, 

and approaches. 

A. Mammographic Mass Dataset 

The mammographic mass dataset, which was used in this 

research, is obtained from the Mammographic Mass Database 

available in the UCI Machine Learning Repository [27]. This 

dataset contains mammographic information of breast cancer 

clinical instances, contributed by the Institute of Radiology of 

the University Erlangen-Nuremberg in Germany. Full-field 

digital mammography was used to collect the clinical 

instances for the dataset periodically from 2003 to 2006, 

resulting in a constantly increasing dataset size. 

The mammographic mass dataset contains 516 benign and 

445 malignant cases, totaling 961 clinical instances. Each 

clinical instance has five attributes (referred to as BIRADS, 

age, shape, margin, and density) and one class attribute 

(referred to as severity) with a binary value of 0 or 1, 

indicating benign or malignant diagnoses, respectively. The 

physical meanings of the five attributes and the class attribute 

are listed in Table 1. 

Among the 961 clinical instances, there are a number of 

instances with missing attribute values, including 2 BIRADSs, 

5 ages, 31 shapes, 48 margins, and 76 densities. This results in 

a total of 131 clinical instances missing either one or two of 

the five attributes. For consistent analysis in our research, the 

131 clinical instances with missing attributes were removed 

from this dataset, resulting in a dataset of 830 clinical 

instances. Among the 830 clinical instances, 427 (51.45%) 

instances are benign disease cases and 403 (48.55%) instances 

are malignant breast cancer cases. 

In our research, the integer values of the BIRADS and 

margin attributes were normalized by their maximum values 

of 5, resulting in attribute values ranging from 0.2 to 1. The 

integer values of the shape and density attributes were 

normalized by their maximum values of 4, resulting in 

attribute values ranging from 0.25 to 1. The age attribute 

integer value was normalized by 100. The severity attribute 

was a binary value of either 0 or 1, representing benign or 

malignant diagnoses, respectively. 

B. Diagnostic Method and Prediction Model 

In this section, we establish the mammographic diagnostic 

method to classify malignant breast cancers and benign 

diseases for breast biopsy outcome predictions using the 

neural network classification model and ROC curve 

evaluation. In the following subsections, a neural network 

classification training model, its structure, back-propagation 

algorithm and approach, as well as the diagnostic model, its 

structure, algorithm, and method are presented in detail. The 

performances of the classification training model are evaluated 

by using the model sensitivity and specificity analyses as well 

as ROC curve analysis. 

 

The Neural Network Training Model 

The neural network training model can be considered as a 

processor that acquires and stores experiential knowledge 

through a machine learning process. In order to retain the 

knowledge, synaptic weights that resemble interneuron 

connections are used. The training process of a learning 

algorithm involves the modification of the synaptic weights of 

the model in order to obtain a desired objective. 

During the training process, the training model for 

distinguishing and classifying malignant breast cancer and 

benign disease is shown in Figure 1. It contains a two-stage 

neural network classification unit, input vector processor, 

input size controller, training control center, learning rate 

controller, addition operation unit, target output class, weight 

update unit, and training weights unit. 

 
 

Fig. 1: A neural network training model for mammographic diagnosis to 

distinguish malignant breast cancer and benign disease in breast biopsy 

outcome predictions. 

 

During the training process, the input vector (P×N), 

including N clinical instances and P attributes of the 

mammographic data (where P = 5 attributes including 

TABLE 1 

THE MAMMOGRAPHIC MASS DATASET ATTRIBUTES 

Attributes Ranges 

BIRADS 1 to 5 (ordinal, non-predictive) 

Age Age of patient in years (integer) 

Shape (mass shape) Round = 1; Oval = 2; Lobular = 3; 

Irregular = 4 (nominal) 

Margin (mass margin) Circumscribed = 1;  Microlobulated = 2; 
Obscured = 3;  Ill-defined = 4;  

Spiculated = 5 (nominal) 

Density (mass density) High = 1; Iso = 2; Low = 3;  
Fat-containing = 4 (ordinal) 

Severity Benign = 0; Malignant = 1 (binominal, 

class) 
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BIRADS, age, shape, margin, and density), were fed into the 

input vector processor. The input vector processor first 

normalized the five input attributes and then generated two 

additional attributes, including the combined products of 

“Age*BIRADS” and “Shape*BIRADS.” Thus, the output data 

matrix of the input vector processor, which included N clinical 

instances and 7 attributes, was used for the two-stage neural 

network classification unit. The classification unit propagated 

all input patterns for determining all outputs. After comparing 

the outputs of the model with the target output class, an error 

was obtained and multiplied by a scaling parameter, which 

was adjusted by the learning rate controller. Next, the weights 

were updated after the error was minimized at each stage 

through the weight update unit. The process was repeated until 

a sum of squared error (SSE) or MMSE was less than a pre-

defined error value or until the training epochs were used up. 

Then, the resulting weights were stored in the training weights 

unit. 

The training control center communicated with the two-

stage neural network classification unit, target output class, 

input size controller, learning rate controller, and training 

weights unit. For each iterative training process, the center 

regulated the input vector size N, the number of hidden 

neurons, and the initial weights. Furthermore, it adjusted the 

learning rates according to the learning rate controller. As the 

number of iterative training processes increased, the input 

vector size N was gradually increased accordingly. The final 

weights of each completed training process were reused as 

initial weights for the next training process. Consequently, the 

learning rate controller simultaneously decreased the learning 

rate. The iterative training processes were repeated until the 

minimum sum square of a pre-defined error was obtained. The 

final weights of the model at the last iterative process were 

stored as the final trained weights in the training weights unit, 

which would be used for the diagnostic model. 

Iterative training processes are especially useful when the 

input vector size is relatively large. This is because the 

solution of the neural network model differs when different 

initial weights are used to train the model. During the iterative 

training processes, recycling a relatively optimal set of final 

weights from the previous training process as initial weights 

for the next training process enables the neural network 

training model to reach an approximately optimal solution. 

 

Two-Stage Neural Network Classification Structure 

The two-stage neural network classification unit including 

S1 tan-sigmoid transfer functions, denoted by F1, in the first 

neuron layer and one linear transfer function, denoted by F2, 

in the second neuron layer is shown in Figure 2. R and S1 

represented the total number of attributes (including the 

combined attributes) and the number of hidden neurons in the 

first neuron layer, respectively. W1, B1 and W2, B2 represented 

hidden neurons of the weights and biases in the first and 

second neuron layers, respectively. In our research, R signified 

the 7 attributes (where five were independent attributes and 

two were combined attributes), and S1 was set to include 40 

hidden neurons. W1 and W2 were the weights of the (40×7)  

 
Fig. 2: A two-stage neural network classification structure, where the first and 

second neuron layers contained S1 neurons and one neuron, respectively. 

 

matrix and (1×40) matrix, respectively; and B1 and B2 were 

the biases of  the (40×1) matrix and (1×1) matrix (which is a 

scalar), respectively. 

In the first neuron layer, the tan-sigmoid transfer function, 

which  was  a  nonlinear  transfer  function,  generated  output 

values between -1 to 1 as the  net input of the neuron ranged 

from negative to positive infinity [28]. The second neuron 

layer contained one linear transfer function that could 

distinguish and designate any output values from the first 

neuron layer as the two output results of malignant breast 

cancer and benign disease in mammographic data 

classification. Both the linear and nonlinear transfer functions 

did not have minima since the linear and nonlinear transfer 

functions were differentiable and monotonically increasing 

functions. Thus, this would tend to preclude error minima 

from trapping the neural network classification training model 

when it learned. 

 

A Back-Propagation Approach 

The neural network training model used a back-propagation 

approach for training the two-stage neural network 

classification unit during the training process. The back-

propagation approach based on the Widrow-Hoff learning rule 

[29, 30] was used to minimize the objective function for the 

neural network training model. The input vector and the 

corresponding output vector were used to train the neural 

network classification model until the training model 

appropriately approximated a function within a prior defined 

error value. During the training process, a learning algorithm 

was used to adjust weights and biases by utilizing the 

derivative vectors of errors back-propagated through the two-

stage neural network classification unit. 

The learning algorithm of the first and second neuron layers 

used for the neural network training model was based on the 

generalized delta rule [28, 30-32] described in the following 

steps: 

1. The first step was to choose small, random values for 

the initial neural network weights and biases matrices, W1, B1 

and W2, B2, for the first and second neuron layers, 



 

5 

 

respectively. 

2. For the forward propagation calculation of the 

network, the equation matrix output of the first neuron layer 

was obtained as follows 

     (       )                            (1) 

where      denoted the input matrix values for  the  first 

neuron  layer  in  the neural network; F1 was the transfer 

function of the first neuron layer; and            was 

the matrix equation of the combined output of the neuron 

weights in the first neuron layer. 

The matrix equation output of the second neuron layer was 

obtained by 

     (       )                            (2) 

where F2 was the transfer function of the second neuron layer 

and            was the matrix equation of the 

combined output of the neuron weights in the second neuron 

layer. 

3. The minimum SSE of the neural network was then 

calculated by 

    (    )
 (    )                         (3) 

where T is the desired pattern output or target output class. 

4. This step was to propagate the sensitivities backward 

through the neural network from the second neuron layer into 

the first neuron layer. For the second neuron layer, the 

sensitivity matrix equation was expressed as  

       
 (  )(    )                           (4) 

where   
 (  ) was the derivative of the transfer function of the 

second neuron layer. 

The sensitivity matrix equation of the first neuron layer was 

obtained through the back-propagation of the sensitivity from 

the second neuron layer as described as follows 

     
 (  )(  )

                                (5) 

where   
 (  ) was the derivative matrix of the transfer 

function of the first neuron layer and was given by 

  
 (  )  [

  
 (   )   

   
    

 (   )
]                    (6) 

and the derivative of each transfer function in Equation (6) 

was obtained by 

  
 (   )  

   (   )

    
                                (7) 

where j (for  j=1,…, N) represented  jth neuron in the first 

neuron layer. 

5. The next step was to update the weights and biases of 

the neural network. For the first and second neural layers, the 

matrix equation for updating weights was obtained by 

  (   )    ( )     (    )
                 (8) 

and the matrix equation for updating biases was obtained by 

  (   )    ( )                              (9) 

where k was the number of iterations and   was the learning 

rate during the network training. If set to i =1, the matrix 

equations of (8) and (9) were used for the first neuron layer; 

and if set to i = 2, the matrix equations of (8) and (9) were 

used for the second neuron layer. 

Note that in our research, each of the transfer functions in 

the first neuron layer was characteristically tan-sigmoid as 

expressed as follows  

  (  )  
 

      
                               (10) 

The corresponding derivative computation of Equation (10) 

was obtained by 

  
 (  )  

    

(      ) 
                             (11) 

For the second neuron layer, the transfer function was a linear 

function expressed as follows  

  (  )                                      (12) 

where the corresponding derivative function of Equation (12) 

was   
 (  )   . 

Thus, in order to update the weights and biases of the neural 

network training model using the back-propagation approach, 

the learning algorithm involved two phases of propagation and 

weight updates during the training processes. The above steps 

from (2) to (5) in the learning algorithm were continuously 

iterated until the difference between the neural network 

response and the target output class reached an optimal level, 

which was less than a pre-defined error value. In other words, 

the neural network training model repeated the two phases 

until the SSE or MMSE was less than the pre-defined error 

value or until the number of training epochs was used up. 

 

The Neural Network Diagnostic Model 

The neural network diagnostic model for distinguishing 

malignant breast cancer and benign disease for breast biopsy 

outcome predictions is shown in Figure 3. This diagnostic 

model contained an input vector processor, two-stage neural 

network classification unit, and two-lever hard-limit classifier. 

The input vector processor first normalized each input of the 5 

attributes (including BIRADS, age, shape, margin, and 

density) by dividing each by its maximum value and then 

calculated two additional products of combined attributes, 

“Age*BIRADS” and “Shape*BIRADS.” Thus, for each 

clinical instance, there was a total of 7 attributes resulting 

from the outputs of the input vector processor. The 7 attributes 

were simultaneously fed into the two-stage neural network 

classification unit. This unit had the same structure as shown 

in Figure 2, with the final weights loaded from the training 

model, where R = 7 attributes and S1 = 40 hidden neurons in 

the tan-sigmoid  transfer functions  in the first neuron layer 

 

 
 

Fig. 3: A neural network diagnostic model for distinguishing malignant breast 

cancer and benign disease in breast biopsy outcome predictions.   
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and the neuron in the linear transfer function in the second 

neuron layer. The function of the two-lever hard-limit 

classifier, denoted by F3, produced one of the binary decisions 

of 0 or 1, where “0” denoted benign disease and “1” denoted 

malignant breast cancer. 

The mathematical relationship between the output vector R 

from the input vector processor and the binary decision output 

D, as shown in Figure 3, was obtained by [28]: 

    {  [     (       )    ]}           (13) 

where   was a scalar binary decision output value of either 0 

or 1, which indicated either benign disease or malignant breast 

cancer; R was the output vector of the (   ) matrix of the 

input vector processor that represented one clinical instance; 

   and    were the model weights of the (    ) and 

(    ) matrices, respectively, which were referred to as 

connection weights in the first and second neuron layers;    

and    were the model biases of the (    ) and (   ) 

matrices in the first and second neuron layers, respectively; 

   and    represented the tan-sigmoid nonlinear transfer 

function and linear transfer function in the first and second 

neuron layers, respectively;    was the two-lever hard-limit 

classifier, having a mathematic expression as follows 

    ( )  {
     
     

                           (14) 

where T denoted a threshold value,      . In our 

research, T was set to 0.5 for the neural network diagnostic 

model. Therefore, given a new clinical instance of 

mammographic mass data, the neural network diagnostic 

model can diagnose and distinguish malignant breast cancer 

and benign disease for breast biopsy outcome predictions.  

 

The Model Sensitivity and Specificity Analyses 

The performance of the neural network classification model 

is best presented in terms of its sensitivity and specificity, 

which evaluated its performance based on the number of false 

positive and false negative instances of the mammographic 

mass data. For our model, which presented a binary decision 

of either malignant breast cancer or benign disease, the 

diagnostic results in terms of positive or negative results can 

be summarized in Table 2. The sensitivity (referred to as the 

true positive rate or recall) is the probability of correctly 

identifying malignant breast cancers given by  

            
  

     
                             (15) 

and the specificity (referred to as the true negative rate) is the 

probability of correctly identifying benign diseases given by 

            
  

     
                             (16) 

where the difference of (1 – specificity) is referred to as the 

false positive rate. The precision (referred to as the positive 

predictive value) is then defined as 

          
  

     
                               (17) 

Furthermore, for the probability of misclassification error 

(PME), it is obtained by  

    
     

           
                             (18) 

where the difference of (1 – PME) is referred to as the model 

accuracy. 

TABLE 2 

DIAGNOSTIC TEST RESULT ACCURACY OF THE MODEL FOR  
MALIGNANT BREAST CANCERS AND BENIGN DISEASES 

 Actual 

Malignant 

Actual  

Benign 
Total  

Predicted 

Malignant 

True Positive 

(TP) 

False Positive 

(FP) 

TP + FP 

 
 

Predicted 

Benign 

False 

Negative (FN) 

True  

Negative (TN) 

FN + TN 

 
 

Total TP + FN FP + TN TP + FP + FN + TN 

 

 

The Neural Network ROC Curve Evaluation and Analysis 

A neural network ROC curve evaluation is a plot generated  

by  varying  a  set  of trade-off (or threshold) points between  

the  sensitivity and the difference of  (1 – specificity) for cases 

being classified as malignant breast cancer, ranging from 0 to 

1. In our simulation modeling in producing the neural network 

ROC curve evaluation, a set of T values was first adjusted to 

run discrete units from 0 to 1 in the neural network diagnostic 

model according to Equation (14) and a set of corresponding 

sensitivity and (1-specificity) values was calculated when 

performing the diagnostic model using the clinical instances 

from the mammographic mass dataset.  

An area under the ROC curve is considered an effective 

measure of inherent validity of a diagnostic test [33] and a 

metric for evaluating performance of a classification model 

[13]. The area under the ROC curve of the neural network 

classification model can be determined by using a trapezoidal 

approximation [34]: 

∫  ( )  
 

 
 ∑ (

       

 
) (       )

 
               (19)       

where f(x) denoted the function of the ROC curve, yi and xi 

represented the sensitivity and (1-specificity) at ith (i = 0, 1, 2, 

…, M) point, respectively. Accordingly, a standard error (SE) 

of the area of the ROC curve in Equation (19) is given by [35] 

   √
 (   ) (    )(     ) (    )(    )

    
            (20) 

where A was an estimate of the area of the ROC curve given in 

Equation (19); N1 and N2 denoted the number of clinical 

instances of malignant (positive) and benign (negative) results 

in the mammographic mass dataset, respectively;    

  (   ) and        (   ). Under the assumption that 

the future clinical instances are drawn from the same 

distribution, Equations (19) and (20) provided the method of 

how the neural network classification model will perform 

diagnoses for future clinical instances of mammographic mass 

data. 

Generally, the area of the ROC curve is used to evaluate 

and rate the quality of classification models. It can be 

statistically interpreted as the probability of the classification 

model to correctly classify malignant breast cancer and benign 

disease. The higher the area of the ROC curve, the better the 

classification model and the better the diagnostic test results. 

For a perfect ranking of the classification model, the area of 

the ROC curve should be equal to 1, which means that the  

diagnostic accuracy of the model is 100% accurate in 
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distinguishing malignant breast cancer and benign disease. In 

other words, both the sensitivity and specificity of the model 

are 1 and both false positive and false negative rates are 0. If 

the area of the ROC curve is equal to 0.5, there is only a 50% 

chance that the diagnostic test will correctly discriminate 

between malignant breast cancer and benign disease. On the 

other hand, the area of the ROC curve of the classification 

model is useful for finding an optimal trade-off point for the 

neural network diagnostic model, which we will discuss in the 

section of conclusion and future work, thereby leading to the 

least probability of misclassification error for malignant and 

benign diagnoses of breast cancer biopsy outcome predictions. 

III. RESULTS 

In our research, the neural network classification model was 

trained and tested using all of the available 830 clinical 

instances of the mammographic mass dataset after removing 

the 131 clinical instances that were each missing one or two 

attributes. Of the 830 remaining clinical instances, 427 

(51.45%) instances were those of benign disease and 403 

(48.55%) instances were those of malignant breast cancer. 

To evaluate the performance of our neural network 

classification model, the probability of misclassification error 

and the area of the ROC curve for the model were estimated 

using a nonparametric approach based on a resubstitution 

method [36]. For the resubstitution method, the neural 

network classification model was trained using a pattern 

dataset, which included all of the available 830 clinical 

instances, and was tested to estimate the probability of 

misclassification error and the area of the ROC curve using 

the same pattern dataset. Generally, in this research, the 

resubstitution method resulted in optimistically unbiased 

estimates of the asymptotic probability of misclassification 

error and the area under the ROC curve since the pattern 

dataset, containing the 830 clinical instances, can be 

considered a relatively large dataset. 

A. The Model Training Results 

The 830 clinical instances of the mammographic mass 

dataset were used in mammographic diagnosis to distinguish 

malignant breast cancer and benign disease for breast biopsy 

outcome predictions. The pattern dataset, which contained all 

of the available 830 clinical instances of the mammographic 

mass data, was used to train the neural network training model 

as shown in Figure 1. The iterative training process was 

employed during the training processes. 

For the results, the training model, which used the pattern 

dataset, stopped at       epochs with the final SSE 

dropping to 64.3082 throughout the last iterative training 

process. This is equivalent to the final MMSE dropping to 

0.0775. This result implied that our training model would have 

reliably and highly accurately diagnosed and distinguished 

malignant breast cancer and benign disease for breast biopsy 

outcome predictions. 

Figure 4 shows the 830 pairs of input and target training 

vectors when the final MMSE dropped to 0.0775 at       

training epochs.  Since  the final MMSE was approximately 

 
Fig. 4: A graph plot of the 830 pairs of input and target training vectors of the 

pattern dataset at the completion of       epochs with MMSE = 0.0775 
during the last iterative training process of the neural network training model. 

 

close to 0, this also indicated that the neural network training 

model trained well for all of the pairs of input and target 

training vectors using the pattern dataset. 

B. The Model Testing Results 

In this section, we present the testing results of our neural 

network diagnostic model as shown in Figure 3 to estimate its 

probability of misclassification error for malignant breast 

cancer and benign disease outcomes using the resubstitution 

method.  

When the training model completed its training in Figure 1, 

the final trained weights from the training model were loaded 

into the neural network diagnostic model. Using the same 

pattern dataset including all of the available 830 clinical 

instances of the mammographic mass data, the diagnostic 

model was tested to estimate its probability of 

misclassification error in distinguishing malignant breast 

cancer and benign disease for breast biopsy outcome 

predictions. During the testing process, the threshold T of the 

two-lever hard-limit classifier in Figure 3 was set to 0.5. If the 

output of the diagnostic model was 1, it indicated malignant 

breast cancer. If the output of the diagnostic model was 0, it 

indicated benign disease. 

For the test results, the testing accuracy of the neural 

network diagnostic model in diagnosing and classifying 

malignant breast cancer and benign disease was 89.64%, 

details shown in Table 3. Accordingly, using the Equations 

(15), (16) and (17), the sensitivity, specificity, and precision 

results were 89.33%, 89.93%, and 89.33%, respectively. 

C. The Area Under the ROC Curve Evaluation Results 

The area under the ROC curve of the neural network 

classification  model  was  generated  by  varying  a  set  of 

trade-off (threshold) points between the sensitivity on the y-

axis and the (1 – specificity) on the x-axis for cases being 

classified as malignant  breast  cancer  and  benign disease, 

ranging from 0  to  1  as  shown  in  Figure 5.  The  area  under  

the ROC curve estimated by using Equation (19) was  0.9626. 
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TABLE 3 

TEST RESULT ACCURACY OF THE NEURAL NETWORK DIAGNOSTIC MODEL IN 

DIAGNOSING MALIGNANT BREAST CANCER AND BENIGN DISEASE  

 Actual 

Malignant 

Actual 

Benign 
Total 

Predicted Malignant 360 43 403 

Predicted Benign 43 384 427 

Total 403 427 830 

Probability of 

Misclassification 

Error 

10.67% 10.07% 10.36% 

 

The corresponding standard error of the area under the ROC 

curve obtained by using Equation (20) was 0.0069. The 

associated asymptotic 95% confidence interval of the area 

under the ROC curve was from 0.9491 to 0.9761. The area of 

the ROC curve results implied that our neural network 

classification model can provide a consistently high accuracy 

for the diagnosis and classification of malignant breast cancer 

and benign disease for breast biopsy outcome predictions.   

 
Fig. 5:  A ROC curve of the neural network classification model for cases 

being classified as malignant breast cancer and benign disease for breast 

biopsy outcome predictions.                              

IV. DISCUSSION 

Our neural network classification model, which was trained 

via the two-stage back-propagation approach, was used to 

diagnose and classify malignant breast cancer and benign 

disease for breast biopsy outcome predictions. The 

classification model was trained and tested using the pattern 

dataset based on the resubstitution method. The test accuracy 

of our classification model in distinguishing malignant breast 

cancer and benign disease was 89.64%. Accordingly, the 

sensitivity was 89.33%, specificity was 89.93%, and precision 

was 89.33%. The estimated area under the ROC curve was 

0.9626 and its standard error was 0.0069. This is to say that if 

mammography was used to obtain the 5 attributes (referred to 

as BIRADS, age, shape, margin, and density) from a new 

patient, the diagnostic results via our classification model 

would be 89.64% accurate in diagnosing and classifying 

malignant breast cancer and benign disease. In addition, with 

the high area of the ROC curve results (0.9626±0.0069), our 

classification model can provide a consistently high accuracy 

in diagnosing malignant breast cancer and benign disease for 

breast biopsy outcome predictions. 

In the context of related papers, there are several methods 

for diagnosing and classifying malignant breast cancer and 

benign disease for breast biopsy outcome predictions based on 

the mammographic mass data. These methods include a 

decision tree approach (DTA) and case-based reasoning 

classifier (CBRC) using an intelligible decision process [8], a 

CBRC using different similarity measures based on Euclidean 

and Hamming distances [19, 21-23], an artificial neural 

network (ANN) approach based on BIRADS descriptions [24, 

25], a classification based on a DTA [26], and a prediction 

using a distributed genetic programming approach (DGPA) 

[13]. The performances of the previously reported methods 

and our current neural network classification method (referred 

to as NNCM) in terms of their estimated areas under the ROC 

curves and their corresponding standard errors are summarized 

in Table 4. 

 
TABLE 4 

THE PERFORMANCE COMPARISON OF AREAS AND STANDARD ERRORS OF ROC 

CURVES FOR PREVIOUSLY REPORTED METHODS AND OUR NEURAL NETWORK 

CLASSIFICATION METHOD (NNCM) 

Methods Area and Standard Error Under ROC Curve 

NNCM 0.9626±0.0069 
 

ANN 0.847±0.017 ~ 0.880±0.01 
 

CBRC 0.857±0.016 ~ 0.890±0.01 

 
DTA 0.838±0.017 ~ 0.870±0.01 

 

DGPA 0.859±0.032 ~ 0.860±0.03 
  

 

 

In comparison, the area under the ROC curve along with its 

standard error of our neural network classification model is 

0.9626±0.0069, which is comparably much higher than those 

of the previously published papers as summarized in Table 4. 

In addition, since a relatively large pattern dataset was used 

including all of the available 830 clinical instances from the 

mammographic mass data, our classification model can be 

considered to have a reliably consistent outcome, which is an 

unbiased estimate of the probability of misclassification error 

based on the nonparametric approach of the resubstitution 

method. Moreover, our neural network classification model 

used the two-stage back-propagation approach, which is a 

parallel process including both linear and nonlinear 

components of calculations, and did not require a statistical 

distribution assumption for the mammographic mass data. 

Thus, our classification model has more flexibility and a 

greater percentage of accuracy in distinguishing malignant 

breast cancer and benign disease for breast biopsy outcome 

predictions, even if there are overlapping clusters between the 

malignant and benign cases. As can be seen, compared with 
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previously reported approaches, the proposed neural network 

curve classification model has much higher performance 

results for the area of the ROC curve and can provide a 

reliably and consistently high accuracy in diagnosing and 

classifying malignant breast cancer and benign disease for 

breast biopsy outcome predictions. Hence, using our 

classification model with mammography has the greater 

potential to reduce the number of unnecessary breast biopsies 

in clinical practice. Therefore, combined with mammography, 

the proposed neural network classification model can be 

implemented in hospitals and health care clinics. Furthermore, 

the model can aid medical professionals to diagnose malignant 

breast cancer and benign disease for breast biopsy outcome 

predictions with higher accuracy while bypassing the need for 

unnecessary, expensive, and invasive surgical biopsies for 

patients. 

V. CONCLUSION AND FUTURE WORK 

In this research report, we introduced the neural network 

classification model and ROC evaluation method to diagnose 

and classify malignant breast cancer and benign disease for 

breast biopsy outcome predictions based on the 830 clinical 

instances from the mammographic mass dataset. Our 

classification model, based on the two-stage back-propagation 

neural network classification approach, included both linear 

and nonlinear components for calculations as well as an input 

vector processor, adjustable learning rate controller, and 

training control center that allowed implementation of the 

iterative training processes. During each of the iterative 

training processes, the training model gradually increased the 

input data size to reuse the final trained weights from the 

previous iterative training stage as the initial weights for the 

next iterative training stage. Accordingly, the learning rate 

controller adjusted the learning rate. The proposed iterative 

training processes ensured that our model had a low SSE or 

MMSE. In order to obtain a highly accurate neural network 

diagnostic model, the proposed iterative training processes 

were especially useful for training our model when a large 

input of data and a large number of hidden neurons were 

present. Our research results showed that the neural network 

classification model had a specificity of 89.93% in diagnosing 

benign disease, a sensitivity of 89.33% in diagnosing 

malignant breast cancer, and an overall accuracy of 89.64% in 

diagnosing both malignant breast cancer and benign disease. 

An estimated area of the ROC curve for breast biopsy 

outcome predictions was 0.9626±0.0069. Therefore, our 

model along with mammography can provide highly accurate 

and consistent diagnoses for breast biopsy outcome 

predictions, allowing patients to bypass unnecessary surgical 

biopsies. 

In future research, we can further enhance the accuracy of 

our neural network classification model to diagnose malignant 

breast cancer and benign disease by exploring additional 

combinations of individual attributes in different ways and 

increasing the number of neurons or neuron layers in our 

model. This enhancement would give the model more degrees 

of freedom, resulting in a more optimal solution. Furthermore, 

given the ROC curve of our model, it is also possible to 

determine an optimal threshold T for the neural network 

diagnostic model in Equation (14) by locating the point 

{sensitivity, (1 – specificity)} that is the shortest distance 

between the ROC curve and the leftmost corner point (0, 1) in 

Figure 5. This further improves the performances of the neural 

network classification model in terms of its probability of 

misclassification error, sensitivity, and specificity in its 

diagnostic accuracy of malignant breast cancer and benign 

disease for breast biopsy outcome predictions. 
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