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Abstract—Unwanted feedback between the donor (receive) and 

coverage (service) antennas of a relay (repeater) are created by 

the radio echoes from the local scatters and direct path antenna 

isolation limitations. These radio echoes create interference not 

only in the incoming signal from the base station, but also cause 

instability in the repeater. In this paper, we present an 

interference cancellation system (ICS) for the multi-hop cellular 

networks. We propose a novel multiple-tap radio echo suppressor 

to give better performance. Our proposed architecture requires 

few taps and the complexity is greatly reduced. Interference 

cancellation ability of the ICS is confirmed using a test bench 

realized on a Xilinx Virtex-4 FPGA platform. 

 
Index Terms— Relay, ICS, coupling, FPGA  

 

I. INTRODUCTION 

A. Background  

HE Next generation wireless networks will support high 

data rates up to 100 Mbit/s for high mobility users and 

approximately 1 Gbit/s for low mobility users. Under certain 

conditions, e.g., limited frequency resources and blind spots in 

the existing cellular networks, the conventional approach is to 

increase the density of base stations (BSs), which is inefficient 

due to the high deployment cost.  An alternative solution is to 

integrate the so-called multi-hop relaying (cf. Fig. 1), which 

has been traditionally studied in the context of ad-hoc and 

peer-to-peer network, into cellular wireless networks [1].  

In multi-hop relaying, information is communicated 

between the two terminals (nodes) over multi-hop 

transmission. The multi-hop approach realizes several key 

advantages as compared to single hop scenario, e.g., lower 

power consumption and better throughput. 

Traditionally, half duplex relay nodes are assumed in multi-

hop networks. However, a recent trend among the relay 

designers is to use the term on-frequency (or single frequency 

network repeater (SFN)) repeaters, i.e., sending and receiving 
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Fig. 1.  Multi-hop wireless network. 

simultaneously in the same frequency band. Repeaters consist 

of two antennas, a receiver and a power amplifier. The 

antennas are identified as donor (receive) and coverage 

(service) antennas. The two antennas are typically mounted on 

the same tower and are located in close proximity. Since the 

single frequency network (SFN) can save frequency resources 

with a reasonable cost, the SFN repeater is a good solution for  

extending the coverage area [2], [3], [4]. 

Typically, repeaters are being used in environments where 

there is a physical separation between the two antennas, 

thereby reducing unwanted mutual coupling effects. However, 

in some scenarios, a physical separation between the antennas 

may not be possible, e.g., when deploying a repeater in a rural 

coverage, where both antennas are located at the same site (or 

even on the same post). As a result, radio echoes are generated 

between the donor and coverage antennas. As with any system 

with a feedback, this could cause the repeater to become 

unstable. Specifically, these radio echoes cause the relay to 

oscillate, thus, becoming unstable. Therefore, in order to 

reduce the effect of mutual coupling, antennas of the repeater 

are spatially separated or the gain of the repeater is decreased 

[4], [5], [6], [7]. These problems make the repeater restrict its 

transmission power, resulting in shrinkage of the coverage 

area. To gain additional isolation, various adaptive feedback 

cancellers have been discussed in the literature [2]-[12]. A 

frequency domain adaptive interference suppression algorithm 

is presented in [8], whereas [2], [5] and [6] present time 

domain least mean square (LMS) adaptive algorithms. 

Similarly, [9] presented an ICS for a CDMA network with a 

reduced processing delay, and fewer filter taps. 

B. Contribution of this Paper 

Unlike published works, this paper presents an ICS scheme 

for multi-hop WCMDA 3G networks. WCDMA is a leading 
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choice of data communication in the wireless industry 

nowadays and has been selected as an air interface for the 

third generation mobile communications. WCDMA supports a 

higher data rate then CDMA and is less susceptible to 

narrowband interferers and multipath fading. 

This paper presents a novel multi-tap radio echo suppressor 

(RES) for the ICS. This novel architecture has the ability to 

reduce the estimation error if the echo-searcher gives an 

incorrect estimate of the position of the dominant echoes in 

the power delay profile (PDP).This is significant, since, the 

adaptive algorithm stability and convergence depends upon 

the precision of the calculated delay of the radio echoes. Our 

RES requires very less number of taps as compared to the 

other adaptive approaches, to cancel the feedback interference. 

Hence the implementation complexity is significantly reduced.   

We further develop the interference cancellation system 

using a Xilinx XtremeDSP Development Kit using a Virtex-4 

FPGA. This paper also simulates different properties of the 

ICS relay, including its tracking performance and phase 

cancellation ability. The effect of SNR, radio echo Doppler 

frequency and step-size factor on the tracking performance of 

ICS are also examined via simulation. The performance of the 

relay is further evaluated using a suppression measurement 

technique calculated using the frequency domain spectra and 

error vector magnitude (EVM). 

The paper is organized as follows. The channel model is 

introduced in Section II. The system architecture is briefly 

presented in Section III. The multiple-tap radio echo 

suppressor (RES) architecture is presented in Section IV. The 

configuration of the ICS is discussed in Section V. Simulation 

results are discussed in Section VI. The FPGA measurement 

results are presented in Section VII. Finally, the paper is 

concluded in Section VIII. 

II. CHANNEL MODEL 

The channel between the donor and coverage antennas of a 

repeater is modeled as a frequency selective Rayleigh fading 

channel. It can be represented by the following complex 

valued low-pass impulse response,  
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where ( )⋅δ  is the Dirac delta function, b  is the channel index, 

P  is the total number of multipath channel components, 
)(

)(
tj

b
beta

θ−  are the time dependent channel coefficients which 

are usually complex Gaussian distributed and bτ  is the delay 

between the first tap and the thb tap. The channel coefficients 

are independent and identically distributed. Typically, the 

channel taps decay according to an exponential profile. The 

amplitudes )(tab  follow a Rayleigh distribution whereas the 

phases )(tbθ  follow a uniform distribution. The channel 

between the repeater antennas is assumed to be very slowly 

varying. This implies that the path gains change insignificantly 

over a period of DF/1 , where DF corresponds to maximum 

radio echo Doppler frequency. Mean Square Error (MSE) is 

used as a performance criterion to calculate the error between 

the ideal channel gain and estimated one. MSE is defined as 

follows, 

 

( )2l lMSE w M= +E  (2)

 

i.e., ensemble average of squared absolute error between the 

ideal and estimated channel gains, where lw  and lM  are the 

ideal and estimated channel gains respectively and ( )⋅E  is the 

ensemble average operator. lw  and lM  are complex quantities 

having a certain magnitude and phase. l  is used as an iteration 

index. The ensemble average is usually calculated by 

averaging the MSE over a number of independent trials. The 

relay feedback channel impulse response normally consists of 

one or few large static feedback paths and a number of small 

Doppler feedback paths. Fig. 2 shows an example of the 

channel impulse response. In Fig. 2, the echoes at 0.01 sµ  and 

1 sµ  have the dominant contribution in the channel impulse 

response, and have static positions. These echoes may be 

caused by the nearby static building and reflectors. The echoes 

at 3 sµ  and 5 sµ  can be considered as reflections from moving 

objects like cars and other vehicles; and may have an offset 

from their current positions in the delay profile. 

 

sµ01.0 sµ1 sµ5 sµsµ3
 

 Fig. 2.  Feedback coupling channel impulse response. 

III. RES ARCHITECTURE 

A. ICS System 

The proposed ICS requires adaptive filter taps exactly equal 

to the length of the channel impulse response. As an example, 

4 taps are required for the impulse response in Fig 2. This 

reduces the complexity in comparison to other adaptive filter 

approaches. The path between antennas of a repeater includes 

a receiver, a de-correlation delay τ  and a power amplifier. 

The delay τ  is used to ensure that the signals coming from the 

BS are uncorrelated with the feedback radio echoes. The 

signal )(nC  at output of the repeater is delayed to match the 

delay of the echo )(tUa , where the subscript a  denotes the 

analog nature of the signal. The echo delay D  is calculated in 

the relay by the echo searcher module. Correlation is used in 

the radio echo searcher (RES) to generate the normalized 
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correlation error signal lΛ .  A step-size µ  is multiplied with 

lΛ  and this weighted signal is multiplexed with the delayed 

version of the signal )(nC  to generate the suppression signal 

)(nS . The suppression signal is then added to the incoming 

signal )(nR  to cancel the interference.  
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 Fig. 3.  Block diagram of single-tap RES.   

Fig. 3 shows the block diagram of the RES. For simplification, 

we assume that the gain of the repeater is unity. Transmitted 

signal from the base station )(tXa  and coupling signal )(tUa  

are received at the donor antenna and translated to baseband 

as, 

 
( ) ( ) ( )R n X n U n= +  (3)

 

)(nU  and )(nX are discrete-time counterparts of ( )tUa and 

( )tXa  respectively. Radio echo )(nU  is a delayed and 

attenuated version of the output signal )(nC . The de-correlation 

delay τ is chosen to be much greater than the symbol period 

symbolT  i.e. symbolT>>τ , to insure that the signals )(nX and )(nC  

are uncorrelated with each other.τ  is defined as, 

 

soTN=τ  (4)

 

where oN  is an integer number of samples. When the 

suppression signal )(nS is added to the received signal )(nR  

(containing the interference), the residual component (system 

error) )(nsystemε  is generated. 

 

)()()( nSnUnsystem +=ε  (5)

 

)(nsystemε  is useful to calculate the system mean square error 

systemMSE . systemMSE  is closely related to MSE  as derived in 

Appendix I. Equation (5) can be expressed as (see Appendix 

II), 

 

( )ll
j

system MweDnCn lw −×−=
φ

ε )()(  (6)

 

where lw  and 
lwφ represent magnitude and phase components 

of the complex channel gain lw ; and lM represents the 

magnitude of the estimated channel gain. After the signals 

)(nS and )(nR  are added together, the resultant signal used as 

input to the correlator is [9], 

 
( ) ( ) ( )Q n R n S n= +  (7)

       ( ) ( )
system

X n nε= +  (8) 

 

B. Cost Function Formulation 

As the interference signal )(nU  is cancelled by the 

suppression signal )(nS , the power of the residual signal 

)(nsystemε  decreases. In this work, average energy of the signal 

)(nQ  is taken as a cost function J . 

 

( )2
( )lJ Q n=E  (9)

 

(9) can be simplified to (detailed proof in Appendix III), 

 

[ ] 2222 2 ζσψσσ +ℜ++++= llCllXl MwMwJ  (10)

 

where ζ  is the noise term modeled as zero mean Gaussian, 

[ ]ψℜ  is the complex correlation operation between the signals 

)(nX  and )( DnC − and is a negligible quantity, because of the 

chosen delay τ . The signals )(nX and )( DnC − are assumed to 

be independent of ζ . 2
Xσ  denotes the variance of the signal 

coming from base station )(nX , 2
Cσ  denotes the variance of the 

signal )(nC and 2
ζσ  represents variance of the noise ζ . Finally, 

 

2222
CllXl MwJ σσσ ζ +++=  (11) 

 

Equation (11) plotted in Fig. 4 shows that cost function has an 

optimum value ow  when, 

 

l oM w≈ −  as l →∞  (12) 

 

This implies that cancellation of the radio echo is achieved by 

generating a suppression coefficient lM  which has the same 

magnitude but opposite phase to that of channel gain lw . The 

resulting minimum mean square error (MMSE) is, 

 
2 2

min MMSE XJ ζσ σ= = +  (13) 

 

This result shows that MMSE depends upon the variance of 

the transmitted signal from the BS and variance of the noise. 
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Fig. 4.  Cost function of single-tap RES. 

C. Steepest Descent Algorithm 

Steepest descent algorithm (SDA), also called gradient 

descent algorithm, is an iterative technique used to 

approximate the optimum value of the cost function. To 

calculate the optimum point, the steepest descent algorithm 

takes steps proportional to negative of the gradient of the cost 

function at the current point.  Given the cost function J and 

without any knowledge about its minimum value, the aim is to 

find a recursive procedure that starts with an initial guess 

for lM , and then improves the guess in a recursive manner 

until the optimum value ol wM −=  is reached. The procedure 

that SDA follows is of the form, 

 

new estimate = old estimate + correction term  
 

or more explicitly, 

 

ρµ ×+= −1ll MM ,         1≥l    (14) 

  

In (14), 1−lM  is the channel gain estimate at iteration )1( −l  

and lM  is the updated channel gain estimate at iteration l .The 

correction term is a product of a scalar µ  and factor ρ . ρ  is a 

function of some error i.e., )(errorf=ρ  where ( )⋅f  denotes the 

function. The product ρµ×  then defines the direction in which 

the current estimate is to be corrected for guaranteed 

convergence. The step-size µ  determines how small or large 

the correction term will be and is a negative constant. µ  and 

ρ  are selected to enforce the condition )()( 1−< ll MJMJ . In this 

way, the value of the cost function in successive iterations will 

be monotonically decreasing until the estimate reaches the 

optimum value. 

D. Adaptive Algorithm 

The cancellation signal is generated using the signal, 

 

)()()( τετ −+−= nnXnC system             (15) 

This signal is passed through the delay D  to get, 

 

)()()( DnDnXDnC system −−+−−=− τετ             (16) 

 

In an ICS relay, the complex signal samples )(nQ  and 

)( DnC − given by (8) and (16) respectively, are correlated to 

produce the correlation error signal )(nel .  

 

   *
( ) ( ) ( )le n Q n C n D= × −  (17) 

*

( ) ( ) ( ) ( )system systemX n n X n D n Dε τ ε τ   = + × − − + − −     (18) 

 

Because of the de-correlation delay τ , the correlation between 

the signals )(nX  and *)( DnX −−τ  is very small and can be 

ignored. Likewise, )(nsystemε  can be expressed as a function of 

the signal )(nX and hence the correlation between 

)(nsystemε and *)( DnX −−τ  is negligible. Finally, (18) can be 

reduced to, 

 

  *)()()( Dnnne systemsysteml −−×= τεε           (19) 

 

Thus, )(nel  depends upon correlation of the residual terms. 

(19) is integrated over the correlation period N to get the 

accumulated error signal lE . 
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The accumulated error lE  is used in the SDA to update the 

channel gain estimate. Usually, normalized correlation error 

lΛ  is used since the accumulated error lE  given by (20) can 

yield a large number. Normalization on the other hand gives a 

relative value; that varies between 1+  and 1− .  
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(21) 

 

lΛ  is used as an error function in the SDA, i.e. 

 

           lΛ=ρ  (22) 

 

Equation (14) then becomes, 

 

           11 −− Λ×+= lll MM µ  (23) 

 

Step-size µ  is chosen as a compromise between the speed of 

convergence and SNR. In practice, a large value of the step-

size yields fast convergence that allows the algorithm to track 

rapid fluctuations due to fading, at the expense of increased 

noise in the channel gain estimate which affects the 

interference cancellation. Similarly, a small value of the step-
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size makes convergence of the adaptive algorithm slow. 

IV. A NOVEL MULTIPLE-TAP RES ARCHITECTURE 

In section III, we have assumed that the echo-searcher 

provides the exact delay D  of the radio echo. We have 

overlooked the scenario where the delay D  is incorrectly 

detected, which could result in performance degradation. In 

this situation, the RES will not effectively suppress the 

interference radio echo. To solve this issue, we propose a 

novel multiple-tap RES architecture. The multiple-tap RES 

has the ability to give acceptable interference cancellation 

results (not the optimum) even when the correct value of the 

echo delay D  is unavailable. This is accomplished by making 

use of a delay-line i.e. 1D + , D  and 1D −  in the RES instead of 

a single delay D . Thus for example, if the exact position the 

echo is at 100
th 
time index; and  the echo-searcher mistakenly 

gives the echo delay of 101, the multiple-tap RES makes use 

of delays 101,100 and 99 in its architecture. The echo values 

at 99
th
 and 100

th
 time-index may be considered as a source of 

an additional noise to the adaptation process. Interpolation can 

be used to increase the accuracy of the echo delays. Fig. 5 

shows the block diagram of multiple-tap RES. The Fig. 5 

shows three correlators in the architecture. In reality, we can 

use the result of only correlator to get the errors for all the 

three adaptive filters. As shown later in the simulation results, 

using a multiple-tap RES has an advantage of reduced MSE, 

in the presence of echo-delay estimation error, but at the 

expense of a slight increase in the RES architecture 

complexity. 
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 Fig. 5.  Block diagram of multiple-tap RES. 

V. CONFIGURATION OF ICS 

Since RES is capable of tracking a single radio echo, so in 

order to suppress several radio echoes simultaneously, several 

RESs are to be programmed on the FPGA and arranged in 

parallel. Such an alignment of the RESs is termed as multiple 

radio echo suppressor (MRES). In addition, an echo-searcher 

is also programmed on the same chip. The radio echo-searcher 

works at a much lower clock rate than the MRES. If a new 

echo is detected, the echo searcher informs the controller to 

take a desired action. Usually, radio echo suppressors are used 

successively, starting from echo with the biggest magnitude in 

the power delay profile (PDP). If the echo-searcher finds a 

new radio echo, the controller assigns an unused RES to it for 

suppression. Similarly, the echo suppressor is set to an idle 

state when its contribution in the overall interference 

cancellation is small. The contribution of active echo 

suppressors, in the overall interference cancellation, is 

periodically monitored by the controller, by observing the 

output of the correlator in each RES. Fig. 6 shows the block 

diagram of a complete ICS. 
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 Fig. 6.  Complete ICS with MRES and a radio echo searcher. 

VI. SIMULATION RESULTS 

In this section, we illustrate different features of the Multi-

hop ICS repeater. An ICS with three echo suppressors is 

implemented. In this paper, we assume frequency selective 

Rayleigh fading channels. In the frequency selective channel, 

the signal is received due to multiple versions of the 

transmitted signal, attenuated and delayed in time due to the 

radio echoes. The variance of the BS transmitted signal is set 

to 1 watt and radio echo Doppler frequency is assumed to be 

10 Hz. The mean values of the three echoes are 0.4, 0.3 and 

0.2, which correspond to echoes with -8 dB, -10 dB and -14 

dB less power respectively, than the power of transmitted 

signal from BS. The value of the step-size µ is set to 0.0001. 

Fig. 7 shows the three feedback cancellers in the ICS relay 

tracking the magnitude components of the respective echoes. 

It is clear from Fig. 7 that the ICS works quite well in deep 

fading environment. The three suppressors work 

independently because of the in-built correlation property of 

the WCDMA signal. The system can best track the feedback 

echo if the echo level is above the threshold value. As the 

power level of the echo in the delay profile decreases, the RES 

finds it difficult to track the time-varying radio channel, due to 

the presence of the system noise-floor. This makes the 

adaptive filter difficult to track the fading channel. 

The phase cancellation ability of the radio echo suppressors 
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is simulated in Fig. 8. For every radio echo suppressor, the 

suppression coefficient lM  has an angle π  radian out of phase 

to the angle of lw . The phase plots in Fig. 8 are shown as 

unwrapped. The phases of the suppression signal and 

interference coupling signal are added together to give a 

straight line representing either π or π−  radians. 

The interference cancellation ability of ICS relay is 

preferably calculated using the spectral plots. The measuring 

index of the interference cancellation performance is decibel 

cancellation (dBc) relative to the interference signal. Fig. 9(a) 

shows the spectrum of the interference coupling signal. The 

average power spectral density (PSD) of the coupling signal is 

10 dB less than the average PSD of transmitted signal. Fig. 

9(b) shows the spectrum of the output re-transmitted signal, 

when the ICS is active. Table. I gives the averaged spectrum 

values of various signals. In Table. I, the dBc is determined by 

taking the absolute value of the difference between the 

average value of the interference signal and the average value 

of the error signal. 

Error vector magnitude (EVM) is a measure used to 

quantify the performance of the digital receiver (in this case, 

ICS). Informally, EVM is a measure of how far the received 

symbols are away from their ideal locations in the 

constellation plot. In our simulations, WCDMA signal is 

transmitted from the BS and corrupted by the AWGN noise. 

The SNR of this signal is 25 dB and its EVM is 7.6%. Fig. 

10(a) shows the constellation of the signal at the output of the 

ICS, when it is turned off. The EVM of this signal is 36.67%. 

The constellation of the output signal, when the ICS is active 

is shown in Fig. 10(b) and its EVM is calculated to be 10.04%, 

well within the 17.5% maximum allowed EVM for a UMTS 

repeater [5]. 

Fig. 11(a) gives the SER performance of the ICS for various 

values of the SNR, assuming AWGN and Rayleigh fading 

channels between antennas of the ICS relay. Fig. 11(a) shows 

that the SER is improved when the ICS is active. The tracking 

ability of the ICS is plotted in Fig. 11(b). Fig. 11(b) shows that 

as the radio echo Doppler frequency increases, the MSE 

increases. This implies that the ICS relay fails to track the 

rapid fluctuations, as the fading level increases. Finally, Fig. 

11(c) presents a plot of the step-size versus the MSE to find 

the optimum value of the step-size that result in the smallest 

MSE. The optimum value of step-size is important since the 

steady-state MSE and speed of convergence of the adaptive 

algorithm depend upon it. Fig. 11(c) shows the optimum step-

size to be 0.0001. In practice, a large step-size yields fast 

convergence that allows the algorithm to track rapid 

fluctuations due to fading, at the expense of increased noise in 

the channel gain estimate; which affects the interference 

cancellation. Similarly, a small value of the step-size makes 

the convergence of the adaptive algorithm slow. 

In section IV, we have described a multiple-tap RES 

architecture. MSE of a multiple-tap RES is less than the MSE 

of a single-tap RES in the situation when the echo-searcher 

gives an incorrect estimate about the echo delay, by an integer 

number of samples. The MSEs of three-tap and five-tap RESs 

are compared with that of a single-tap RES in Fig. 12, for a 

radio echo delay with 100 samples. Fig. 12 shows that the 

MSE increases on either side of the correct position of the 

radio echo. Fig. 12 also shows that a three-tap RES gives a 

better performance than a single-tap RES. Likewise, a five-tap 

RES works better than a three-tap RES. However, the error 

floor is raised with the additional taps. 

 
TABLE I 

AVERAGE PSD OF DIFFERENT SIGNALS IN ICS 

Signal Average PSD value 

     Transmitted signal from BS 49.13 dBm 

     Interference signal 40.16 dBm 

     Error signal 0.43 dBm 

Cancellation (relative to interference) 39.73 dBc 
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 Fig. 9. Spectrum of various signals in ICS. 
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(c)Magnitude of ray three and its estimate
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Fig. 7.  Magnitude tracking ability of three radio echo suppressors. 
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 Fig. 8.  Phase tracking ability of three radio echo suppressors. 
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Fig. 10. Constellation plots before and after interference cancellation 
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 Fig. 11. Various characteristics plots of ICS. 

VII. FPGA MEASUREMENT 

We developed a hardware test-bed to view the real-time 

performance of the relay with ICS. The circuit was developed 

using the Xilinx System Generator and Xilinx ISE; and tested 

on the XtremeDSP Development Kit-IV. The suppression 

system was developed with a view to effectively consume the 

onboard resources. The data flow diagram and laboratory test 

bench are shown in Fig. 13 and Fig. 14 respectively. A digital 

down converter (DDC) and digital up converter (DUC) were 

also used as supplementary circuits in the test bench. A fixed 

tap coupling channel that is 8 dB less than the power of the 
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incoming signal is realized. The parameters used in the test 

bench are listed in Table. II. Fig. 15 gives the spectrum of 

modulated WCDMA signal. Fig. 16 gives the frequency 

response of the coupling channel. The spectrum of the error 

signal is given in Fig. 17. Table. III compares the FPGA and 

MATLAB simulation  

 

Simulink

Xilinx ISE

Xilinx System 

Generator

MATLAB

FPGA Test Bench

 

Fig. 13.  Design flow of algorithm. 
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Fig. 14.  Laboratory test bench.  

TABLE III 

COMPARISON BETWEEN MATLAB AND FPGA RESULTS 

Signal MATLAB FPGA 

   Transmitted signal from BS 29.14 dBm -12 dBm 

  Interference signal 13.95 dBm -20 dBm 

   Error signal 0.56 dBm -33 dBm 

Cancellation relative to 

interference 

13.39 dBc 13 dBc 

 

 

 

 

 

TABLE II 

PARAMETERS USED IN TEST BENCH 

Quantity Value Remarks 

     FPGA clock frequency 92.16 MHz onboard 

oscillator 

     WCDMA signal data rate 3.84 MSPS WCDMA carrier 

     Sampling rate of WCDMA 38.4 MHz  

     Bandwidth of WCDMA 5 MHz  

Number of carriers in WCDMA 1 single carrier 

WCDMA carrier frequency 23.04 MHz  

Number of RES 1  

Number of radio echoes 1  

SMIQ signal level 6.2 dBm  

FSQ reference level 0 dBm  

 

Fig. 15. Spectrum of input IF modulated WCDMA signal. 

 

Fig. 16. Spectrum of interference signal. 
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Fig. 17. Spectrum of error signal. 

results. Table. 3 shows that the interference cancellation using 

the FPGA is 13 dB; that agrees closely with the MATLAB 

results. Due to the presence of quantization noise and limited 

floating point precision, the FPGA results can differ slightly 

from the MATLAB ones. These results imply that the FPGA 

implementation of our described algorithm is very suitable for 

the real-time environment. The results also conclude that 

Virtex-4 FPGA is a desirable processor to implement the 

wireless communication algorithm.  

VIII. CONCLUSION 

This paper has discussed a solution for coupling 

cancellation in Multi-hop 3G WCDMA wireless networks. 

The interference cancellation system discussed here does not 

require any training sequence or pilot symbols. It has far less 

complexity than other interference cancellation approaches. In 

the ICS relay, the steepest descent algorithm was used to 

estimate the gain of the channel. This paper has introduced a 

novel multi-tap RES. The multiple tap RES structure has 

better performance than the single tap RES when the echo 

delays are inaccurate. Simulation results have shown that the 

ICS works well with a desirable EVM. The interference 

cancellation ability is found to be around 40 dBc. The ICS 

algorithm has been verified using MATLAB simulations and a 

hardware test bench is developed on the XtremeDSP Virtex-4 

FPGA platform. The simulated and FPGA results are 

compared with a high degree of agreement. 
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where the signals ( )X n and ( )C n D−  are assumed to be 

independent of ( )nζ . Since it is assumed that the signal ( )X n  

and noise ( )nζ  both are zero mean, than [ ]( ) 0X n =E , 

[ ]( ) 0C n D− =E  and [ ]( ) 0nζ =E . Hence we are left with, 
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