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Abstract— With the consideration of the different types of 

Quality of Service (QoS) metrics such as delay time, Traffic 

Engineering (TE) that can smooth Internet traffic, and OpenFlow 

which offers flexible programmability, flow based route setting is 

becoming more important. With those flow control schemes, 

routes can be set by defining routes explicitly or by referring to 

QoS metrics of links. In order to evaluate traffic and application 

response behavior within a network with those flow control 

schemes, we developed a network simulator on OPNET. We 

introduce an architectural method that allows extension of an 

existing simulator to permit measurement of the main function 

“flow base route set” and application response. The simulator 

treats a flow in an integrated manner at Layer 4 above Layer 3. 

Since (1) a route can be explicitly designated for each flow and (2) 

metrics corresponding to more than one QoS can be defined, the 

different responses of the functions associated with flows and 

end-end applications can be evaluated at the same time. In this 

paper, we describe application functions, basic behavior, and 

simulation examples.  

 

 
Index Terms— Network simulator, cost metric, shortest path, 

traffic engineering, packet simulator.  

 

I. INTRODUCTION 

EW network applications and their traffic, such as 

broadband broadcasting services via IP phones and 

streaming, have been increasing. In the Internet, delay, hop 

counts, or inverse value of link capacity is often used as metric 

and the shortest route with that single metric are widely used. 

However, it cannot be enough to meet various QoS requirement 

and mitigate  congestion in the network. So, it is becoming more 

important to set routes flexibly for each network flow. 

One reason for this increase in importance is that the quality 

requirements placed on networks (QoS: Quality of Service) 

from IP network applications are becoming more diversified. 

To improve quality, various controls have been introduced 

including end-end controls in transport or application 

layers[1],[2], technology that improves service quality with a 

priority control mechanism installed in node devices within 

networks[3],[4], and route setting that uses broadband 
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networks[5],[6]. Considering that broad bandwidth can be 

realized relatively easily by implementing optical networks, it is 

important for each service that has QoS requirements to be 

supported more flexibly[7][8]. 

Another reason is that traffic must be accommodated in 

networks efficiently due to the relentless increase in traffic. The 

technology of Traffic Engineering (TE) disperses traffic across 

a network and reduces the convergence rate [9],[10]. When 

traffic flows and network conditions are given, the best traffic 

accommodation configuration can be acquired by the Linear 

Programming (LP) approach [11]. It has been suggested that TE 

be implemented on the basis of one or more metrics [12],[13], 

but this raises several issues such as the optimum value cannot 

be acquired or the situation of equal cost multi-paths (ECMP) 

may occur. Therefore, other than metrics, to realize the gain 

expected from TE, routes must be set for each flow individually. 

Routes can be set individually by using a source routing 

method of Layer 3 or on a Label Switched Path (LSP) set by 

Multi-Protocol Label Switch (MPLS), but this type of route 

setting requires an advanced infrastructure or special optional 

functions, so it is not used widely. However, the concept called 

OpenFlow was introduced recently [14]. Also, routers that 

support OpenFlow have been released [15],[16]. With 

OpenFlow, flows can be determined from the header 

information between Layer 2 to Layer 4 (MAC addresses, IP 

addresses and  port numbers ) and transferred without concern 

for layer structures [17]. That makes it easier to set routes 

individually. 

One of the merits of setting routes for each flow individually 

is that network managers can achieve smooth traffic while users 

received good application quality, including improvements in 

TCP application response time and/or reduction in UDP 

application delay time. 

We considered a network simulator[18] that evaluates 

application response in a network from the end users’ point of 

view. There are some network simulators that are free and open 

source such as NS2 [19] and commercial variants exist such as 

OPNET [20], QualNET [21]. The later commercial software is 

highly trusted. OPNET covers various networks from 

high-speed wide network to wireless, while QualNET has an 

advantage particularly in wireless simulations. All are termed 

packet simulators. They support the acquisition of end-end 

response attribute, but they originally do not have a function for 

setting flows as is consider here. Here, we chose OPNET. It is a 

commercial product but can be used as open source through a 
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university program. We developed a function on OPNET to 

handles these flows. In this paper, we explain the developed 

application function and its operation and also introduce 

evaluation examples of user application response attributes. 

The main contribution of this paper is to propose and 

demonstrate an architectural method that allows extension of an 

existing simulator to permit measurement of the main function 

“flow base route set” and application response. Specifically, we 

use the port number, which is the header of Layer 4, to treat flow 

identification, related to headers in the Layer 4 or lower layers, 

in an integrated manner. The reason to do so is even if an 

action that considers multiple layers in open flow is 

performed, in an actual device image, it is equal to 

considering that flows are all to be input to either port. 

[22] When we want to identify a header-specific flow below 

Layer 3, we setup the port number in Layer 4 for the flow. 

We describe simulator requirements in Section II, elements 

and functions of realized network simulator in Section III, 

operating output examples in Section IV and our conclusions in 

Section V.  

II. SIMULATOR REQUIREMENTS 

 

A. Identifying Flows  

We treat all flows as IP layer traffic without concern for 

interface differences below Layer 3. Here, identifying flows 

means classifying a flow in Layer 3 and we identify flows with 

port numbers in Layer 4. That means all flows are identified by 

transmitting/receiving IP addresses and transmitting/receiving 

port numbers (socket numbers).  

B. Routing with Multiple Metrics 

More than one metric such as delay time, reliability or 

efficiency can be specified for each link. When multiple metrics 

are specified, a new single “cost” is created by agglomerating 

the multiple metric and applying a protocol that uses the 

compound metric [23]. This allows routing is to be determined 

with one metric. However, here we assume the use of several 

costs and refer to them as the “cost set.” One cost set defines 

values associated with delay time, while another is associated 

with reliability. Our proposed simulator calculates the shortest 

route for each cost set and determines the gateway for each cost 

set at each router, or output port for transmission. The Layer 4 

port numbers that identify the flows and the corresponding cost 

sets to be used will be described. With this approach, the metrics 

used for each flow can be selected. The structure is that the cost 

set itself depends on only the port number and does not rely on 

transmitting/receiving IP address. This structure minimizes the 

increase in complexity that would otherwise occur with 

increases in routing table number. If we want to select metrics 

used for identifying flows that include transmitting/receiving IP 

addresses, we use values that are different from the Layer 4 port 

number.  

Multiple metrics, used as quantities related to QoS, are also to 

be used for traffic distribution [13] and [24] and high-speed 

switching to spare routes in the event of a fault [25] and [26]. In 

such events, they can be used to carry out topology changes for 

route control in the IP layer. 

 

C. Each Route Setting Function 

We describe here how to set a route for each flow. We 

describe the node we want to make the flow go through for a 

particular route. Information of Layer 3 transmitting/receiving 

addresses that identify the flow, the port number of Layer 4, and 

the route that the flow goes through can be set on the simulator. 

Based on this information, each route transfers the flow 

specified. Unlike II-B, since a flow is defined to include starting 

IP address, the starting IP address is also referred when the flow 

is to be set so it can be said that the source routing path is given 

explicitly. 

D.  Service and Traffic Generating Function 

We provided the simulator with two traffic generating 

functions. One is associated with application operation such as 

TCP and HTTP; it makes it possible to designate port numbers. 

Protocols and other functions/operations can be used as they are. 

The other is a function that generates background traffic flowing 

in the network environment; it generates traffic between 

designated ports and assigns traffic designated port numbers. 

This function, makes it easier for example, to compare the 

performance achieved when routes are determined from metrics 

to that achieved when individual route setting is used. 

E. Others 

As for flows that are not subjected to identification as per II-B 

and II-C, any existing protocol (such as OSPF) can be used. We 

use port numbers defined from outside. They have a function 

that sets routes for flows that meet flow identification 

requirements. However, we use original functions provided by 

the network simulator to handle regular router, server, client, 

and existing protocols. 

 

III.  MODELING VIA NETWORK SIMULATOR 

 

We create the model mentioned in Section II using the network 

simulator OPNET. The following are the main specifications. 

 

A. Network Elements 

Table I shows network elements. Router uses IP address of 

input packet to identify other port numbers and arranges transfer 

by using metrics or individual route setting. Client A represents 

the end-end applications that designate port numbers across the 

network. Client B designates port number and defines traffic 

that flows within the network. When traffic is defined by using 

two Client B entities, one functions as the source while the other 

works as the sink. We added a function that combines cyclical 

traffic changes traffic interaction in a time-varying traffic 

model. Client A and B are both connected to routers. The server 

is the same as a regular server and supports all applications; it 
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can, however, designate port numbers to be used. As for the 

link, Ethernet and other existing links can be used. 

TABLE I  NETWORK ELEMENTS. 

Elements Function/Operation 

Router Packet transmission. Transfers by referring to port 

numbers of input packet. 

Client A Defines end-end applications. Defines CS application 

as related to server. Port numbers can be designated. 

Client B Generates traffic. Functions as source or sink. Port 

numbers can be designated.  

Server Operation is same as regular server. Port numbers to be 

used can be designated. 

Link Regular link. Transmits packets. 

 

B.  Functions regarding Routing 

Table II shows the basic functions and operation regarding 

routing. The same as OSPF, it carries out shortest path routing, 

but more than one cost metric can be defined and a routing table 

is to generated for each cost metric. Each cost metric 

corresponds to Layer 4 port number of packet. Input packet uses 

the routing table of its corresponding cost set. As for explicit 

routing, node to be passed through can be defined by 

designating the starting client and ending client and port number.  

Figure 1 shows example behavior of the Router. In this case, 

three cost sets are provides corresponding to packet of three 

port numbers. Route has routing tables generated from cost sets 

and OSPF protocol. 

 
Table II  Basic Network Operations. 

Function Operation 

Port number identification Refers to IP address and input packet 

port number and identifies flows and 

adopts transmission routes. 

Routing table for multiple cost 

sets 

Defines cost set for link. Defines 

multiple cost sets. Generates routing 

tables with shortest routes for each 

cost set. 

Function to corresponds Port 

number to cost set 

Describes correspondence of the 

cost set to be used with input packet 

port number. If not defined, given 

(OSPF) protocol is to be used. 

Explicit route defining(source 

routing) 

Designates the transmission route of 

flow. 

 

 

 

 

 

 

 

 

 

 

 

       Figure 1 Example Router Behavior under Multiple Cost 

Sets. 

Table III shows the operation for special requirements or 

irregular setting. We decided to use equal division for equal 

costs and to re-determine the shortest route after a failure event. 

 
Table III   Irregular Network Operations. 

Function Operation 

Same cost Equal division. 

Failure event: cost routing Uses designated cost set and regenerates 

the shortest route table in the range 

excluding failure spots. Reconstructs 

tables while fixing the failure spots. 

Failure event: Source routing Not able to respond. Uses cost or OSPF 

route when resume after finishing source 

routing. 

Define cost and source routing at 

the same time. 

Source routing comes first. 

 

C. Others 

1) Route output function: In order to make sure that the 

simulator operates properly, we equipped it with a function that 

acquires and outputs flow routes. 

2) Text-base interface: All externally defined in/outputs can 

be set via text files and we implemented a structure that imports 

those files within the application. In this way, data can be set 

easily. Also, they can be used to calculate routes outside of the 

Linear Programming (LP) calculation. Lists of multiple cost sets, 

full-mesh traffic and source routing can be defined as text-based 

files. In LP calculation, topologies consisting of nodes and links 

are described as data. Thus, topology data are also described as 

text files, and we developed Network Creator that generates 

topologies for OPNET from those text files. Figure 2 shows 

network model generation from text files. 

 

  

  

 

 

 

 

  

 

Figure 2 Network Model Generation from Text Files. 

 

IV. SIMULATING OPERATION EXAMPLE 

A. Operational Evaluation Requirements for Simulation 

Simulation Conditions 

We set up a different cost set for each port number and check 

routing operation by selecting a different route and operation 

that changes application quality in response to route changes. 

To check such behavior, we considered a cost set of two 

metrics, the minimum hop count (HOP) and the minimum 

delay time. As the network topology we used nsfnet [27] 

shown in Figure 3. It is a model of North America, and each 

node is an actual city. Since this topology’s degree, the ratio 

between the number of links and the number of nodes, is low 
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and some distances between nodes with 1 HOP are long, there 

may be some zones where the minimum HOP number and the 

minimum delay time are different, and the response speed can 

be depend on the metric used. As for the delay cost set, we 

assume that delay time is proportional to distance (actual 

distance between cities). All links are bidirectional and both 

directions have the same bandwidth. 

As for Client B, we evaluate the simulator’s performance on 

individual route setting. We give full-mesh bidirectional 

traffic as background traffic, and determine when the traffic is 

accommodated in the shortest route (as regards delay time) the 

route that exhibits the TE effect. We evaluate the link usage 

rate and if the application response improves with the TE 

effect. Here, we used an even traffic distribution where all 

full-mesh traffic distributions are the same. 

 

 

 

 

 

 

 

 

 

Figure 3 Example network: nsfnet. 

 

B. Basic Output: Topology Image and Route  

First, we created text files that described the topology 

information in Figure 1, and generated topologies with Network 

Creator. Each router is connected to Client A and B by default. 

The clients are simply connected to each other and do not 

generate traffic. Figure 4 is a screen shot of the 

OPNET-generated topology; it visually represents the network 

model that connects the routers and Clients A and B. Here, we 

installed one server for experimentation. 

We checked route output operation. Figure 5 shows an example 

of three HTTP flows. Each port number is different; 80(well 

known, i.e. OSPF in OPNET )，10011，10012. 10011 is set to 

use the number of HOPs as the cost metric and has the same 

route as that of the well known case. The flow of port number 

10012 uses the minimum delay time and has a different route. 

Two different routes are shown in Figure 6. Here, the simulator 

output total values of each flow’s delay time and the metrics 

used on the route. Delay time is derived from the physical 

locations on the network simulator, and the values are different 

from delay metrics (corresponding distance) defined for the 

simulator. The upper layer shows route information regarding 

flows towards the server from the client, while the lower layer 

shows the opposite flow. By comparing them to the values 

yielded by external calculations with the designated metrics, we 

proved that these output routes are the shortest routes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Topology Generated by Network Creator. 

 

 
Figure 5 Route Output Screen. 

 

 

    

 

 

 

 

 

 

 
   Figure 6  Two Different Routes with Hop and Delay metric. 

 

C. Evaluation of End Application Response Attributes  

We evaluated the application response for HTTP and Video 

as OPNET-standard client-server services. For this evaluation, 

background traffic is not necessarily required, but we set 

uniform traffic with the minimum delay metrics. Zones in which 

services were established, corresponding to the spot shown in 

the example in IV-B, used different minimum delay route and 

minimum HOP number route. Using Client A and a server, and 

designating the port numbers that the application used, we 

compared the response speed in two situations: the minimum 

HOP number is used as the metric and the minimum delay time 

is used as the metric. 

1)TCP application: Figure 7 shows an example plot if HTTP 

response speed. (a) is for the minimum HOP number, while (b) 

is for the minimum delay time. The horizontal axis is time and 

application requests are sent regularly. The vertical axis is 

response time. The figure indicates that (b) is faster. We can see 

that, when routing is based on the minimum delay time metric, 

response speed for users is improved. 
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Figure 7  HTTP Response Difference, (a) The minimum HOP 

number as cost metric, (b) The minimum delay time as cost 

metric. 

 

2)UDP application: We evaluated the response time of the 

streaming application when UDP is used. The tendency of delay 

time itself can be seen in Figure 5, but here, delay time was 

measured to determine application response. Figure 8 shows 

typical results. By using the minimum delay time metric, 

application delay time is decreased and low delay streaming 

transmission can be realized. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8  UDP Response Attribute Difference, (a) The 

minimum HOP number as cost metric, (b) The minimum delay 

time as cost metric. 

 

3)TE operation with individual route setting: We examined 

the effect of using TE (individual route setting) in a comparison 

against minimum delay time metric based routing; the 

background traffic of IV-A is used as the shortest route and 

HTTP was taken as the application. The application response 

times were measured, see Figure 9 (a) and (b). (b), which 

exhibits smoothed traffic, has faster response. Figure 6 (c) plots 

the converged rate, the maximum link usage rate within the 

network. When background traffic is accommodated using the 

minimum delay time metric, the converged rate is 80%. With 

TE smoothing, this rate is reduced to 57%. The remaining 

bandwidth, which is available for other applications, more than 

doubles. This indicates the value of TE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9  Response Time and the Link Usage Ratio of 

Individual Route Setting with TE, (a) HTTP response: when the 

shortest route is set, (b) same: TE used, (c) the maximum link 

usage ratio (the converged ratio). 

 

V. CONCLUSION 

We developed a network simulator that simulates flow 

behavior and end-end application responses by defining flow 

routes with a function that sets metrics corresponding to more 

than one QoS metric and a function that that allows routes to be 

explicitly specified. We proposed and demonstrated a method 

for modifying the architecture of a simulator so that it can 

measure the main function of “flow base route set” and 

application response; our proposal avoids the need to 

implement a completely new architecture, a requirement 

imposed by Open flow and multi-metric Networks [7]. We 

created a model for OPNET and evaluated route setting, metric 

reference operation, and the consequent impact on application 

response. We demonstrated that the simulator is an useful tool 

for evaluating network operation including end-to-end 

application response with flow-based route setting. While 

multi-metric networks have been specified by RFC, they have 

not been deployed yet. However, they may be realized in the 

field of network virtualization [28], which has been attracting 

attention recently. For example, they can be realized by relating 

each of the multiple topologies to a different slice of a virtual 

network and defining one metric for each slice. This approach is 

beneficial for network evaluation. 
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