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#### Abstract

A quasi-cyclic (QC) low-density parity-check (LDPC) code can be viewed as the protograph code with circulant permutation matrices. In this paper, we use permutation matrices to form protograph LDPC codes. In protograph LDPC codes, we present cycle relationships of the mother matrix and the protograph LDPC code. It is derived that the girth of a protograph LDPC code is no smaller than its mother matrix .And cycles in the protograph LDPC codes are uniquely induced by the cycles in its mother matrix.
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## I. Introduction

QC-LDPC codes as efficient encodable and small memory requirement codes can be constructed by methods proposed by Gallager[6]in the early 1960s.More recently, they have been investigated by various researchers in[1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12],.Many of the methods are based on constructing parity-check matrices that are arrays of circulant permutation matrices. Since cycles of length four in the Tanner graph have a very negative effect on decoding[23] and matrices with larger girth yield much lower error floors[19],the code designer must be careful in the choice of the circulant permutation matrices in order to avoid short cycles in the code's Tanner graph. Thorpe [20]introduced the concept of protograph codes, a class of LDPC codes constructed from a protograph. QC-LDPC code whose parity-check matrices are arrays of circulant permutation matrices is a class of protograph codes. While analyzing the cycle properties of QC-LDPC codes expanded by circulant permutation matrices, we would like to consider QC-LDPC codes as protograph codes to get more general results.

## II. EXPANDED LDPC CODES

## A. Permutation and Permutation Matrix

We give the definition of permutation and permutation

[^0]matrix, and present some properties of them [21][25][26].
We denote a permutation $f: Z_{n} \rightarrow Z_{n}$ by a $2 \times n$ array:
\[

f:\left[$$
\begin{array}{llll}
1 & 2 & \Lambda & n \\
f_{1} & f_{2} & \Lambda & f_{n}
\end{array}
$$\right]
\]

where $f_{1}, f_{2}, \Lambda, f_{n}$ is simply a linear rearrangement of the integers $1,2, \ldots, n$.

The notation means that $f_{1}=f(1), f_{2}=f(2), \Lambda$, $f_{n}=f(n)$.We see that there is a 1-1 correspondence between the linear rearrangements of the integers $1,2, \ldots, n$ and permutations.

Let $f: Z_{n} \rightarrow Z_{n}$ be a permutation. We call $j$ a fixed point, if $j=f(j)$, where $j \in\{1,2, \Lambda n\}$.

Let $f: Z_{n} \rightarrow Z_{n}$ and $g: Z_{n} \rightarrow Z_{n}$ be two permutations. We can compose them to get another permutation, the composition, denoted $f g: Z_{n} \rightarrow Z_{n}$

$$
\begin{gathered}
k \alpha \\
\begin{array}{cccc}
k & f(k) & \alpha & g(f(k)) \\
Z_{n} \rightarrow & Z_{n} \rightarrow & Z_{n} & \\
\text { The } & \text { inverse } & \text { of } & \text { a }
\end{array} \text { permutation } \\
f=\left[\begin{array}{cccc}
1 & 2 & \Lambda & n \\
f(1) & f(2) & \Lambda & f(n)
\end{array}\right] \text { is denoted as } f^{-1}, \text { and } \\
\\
f^{-1}=\left[\begin{array}{cccc}
f(1) & f(2) & \Lambda & f(n) \\
1 & 2 & \Lambda & n
\end{array}\right]
\end{gathered}
$$

To a permutation $f: \mathrm{Z}_{n} \rightarrow \mathrm{Z}_{n}$, given by

$$
f=\left[\begin{array}{cccc}
1 & 2 & \Lambda & n \\
f(1) & f(2) & \Lambda & f(n)
\end{array}\right]
$$

we associate to it the $n \times n$ matrix $P(f)$ of 0 's and 1 's defined as follows: the $i j$-th entry of $P(f)$ is 1 if $j=f(i)$ and is 0 otherwise. $P(f)$ is called a permutation matrix. We also know the $i j$-th entry of $P(f)$ is 1 if $i=f^{-1}(j)$ and is 0 otherwise.

Example The matrix of the permutation $f$ given by

$$
f=\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 1 & 3
\end{array}\right]
$$

is

$$
P(f)=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Proposition 1.If $f: \mathrm{Z}_{n} \rightarrow \mathrm{Z}_{n}$ is a permutation, then

1. $P(f)=\left[\begin{array}{l}1 \\ 2 \\ \mathrm{M} \\ n\end{array}\right]=\left[\begin{array}{c}f(1) \\ f(2) \\ \mathrm{M} \\ f(n)\end{array}\right]$

2, Furthermore, the inverse of the matrix of the permutation is the matrix of the inverse of the permutation. $P(f)^{-1}=P\left(f^{-1}\right)$,
3, And the matrix of the product is the product of the matrices $P(f g)=P(f) P(g)$
For simple notation, we express the $L \times L$ circulant permutation matrix as $P^{i}$ which shifts the identity matrix $I$ to the right by $i$ times for any integer $i, 0 \leq i<L$ And we denote the zero matrix by $P^{\infty}$.The set of $L \times L$ circulant permutation matrices together with $P^{\infty}$ denotes by $P_{L}$.

## B. Expanded LDPC Codes

In an expanded LDPC code, the parity-check matrix H consists of binary square matrices . It can be written as

$$
H=\left[\begin{array}{rrrr}
A_{1,1} & A_{1,2} & \Lambda & A_{1, n}  \tag{1}\\
A_{2,1} & A_{2,2} & \Lambda & A_{2, n} \\
\mathrm{M} & \mathrm{M} & \mathrm{O} & \mathrm{M} \\
A_{m, 1} & A_{m, 2} & \Lambda & A_{m, n}
\end{array}\right]
$$

where $A_{i, j}(1 \leq i \leq m, 1 \leq j \leq n)$ is a $L \times L$ square matrix.

The $m \times n$ binary matrix $M(H)$ can be uniquely obtained by replacing zero matrix and nonzero square matrices by'0'and ' 1 ', respectively, from the parity-check matrix $H$ of the expanded LDPC code $\operatorname{in}(1)$.Then $M(H)$ is called the mother matrix(or base matrix) of $H$.

If all the nonzero binary square matrices in the parity-check matrix $H$ of an expanded LDPC code are circulant matrices, this expanded LDPC code is called a quasi-cyclic LDPC code(QC-LDPC code for short).Whether a QC-LDPC code is a regular LDPC code, depends on the weight distribution of $A_{i, j}$ and the column and row weights of the mother matrix $M(H)$.If $H$ has constant column and row weight, then the QC-LDPC code is a regular LDPC code. Otherwise, it is a irregular LDPC code. For example, let $n=3, m=2$, and the weights of $A_{1,1}, A_{1,2}, A_{1,3}$ are $1,2,3$,while the weights of
$A_{2,1}, A_{2,2}, A_{2,3}$ are 3,2,1.Then $H$ has constant row weight 6 and constant column weight 4 ,thus $C$ is a regular QC-LDPC code in this condition.
If all the nonzero binary square matrices in the parity-check matrix $H$ of an expanded LDPC code are permutation matrices, then this expanded LDPC code is called a protograph LDPC code. If the mother matrix has constant row and column weight, the protograph LDPC code is a regular LDPC code. Otherwise, it is a irregular LDPC code.
Here, protograph LDPC codes are defined by the parity-check matrix which is the same as Thorpe's definition[20]in Tanner graph.

Researches of expanded LDPC codes are focus on LDPC codes whose parity-check matrices consist of permutation matrices, especially circulant permutation matrices.
Protograph LDPC codes formed by permutation matrices can also be written as:

$$
H=\left[\begin{array}{cccc}
P\left(f_{1,1}\right) & P\left(f_{1,2}\right) & \Lambda & P\left(f_{1, n}\right)  \tag{2}\\
P\left(f_{2,1}\right) & P\left(f_{2,2}\right) & \Lambda & P\left(f_{2, n}\right) \\
\mathrm{M} & \mathrm{M} & \mathrm{O} & \mathrm{M} \\
P\left(f_{m, 1}\right) & P\left(f_{m, 2}\right) & \Lambda & P\left(f_{m, n}\right)
\end{array}\right]
$$

Where $\quad P\left(f_{i, j}\right)(1 \leq i \leq m, 1 \leq j \leq n) \quad$ is $\quad$ a
$L \times L$ permutation matrix. The exponent matrix of $H$, denoted as $E(H)$, is defined by

$$
E(H)=\left[\begin{array}{rrrr}
f_{1,1} & f_{1,2} & \Lambda & f_{1, n}  \tag{3}\\
f_{2,1} & f_{2,2} & \Lambda & f_{2, n} \\
\mathrm{M} & \mathrm{M} & \mathrm{O} & \mathrm{M} \\
f_{m, 1} & f_{m, 2} & \Lambda & f_{m, n}
\end{array}\right]
$$

Note that $H$ in (1)can be obtained by extending the $m \times n$ exponent matrix $E(H)$ into an $m \times n$ matrix over all the permutations. This procedure will be called an exponent extension denoted by $H=\varepsilon_{L}(E(H))$.We also call this procedure lifting.

If a $2 l$-cycle in $M(H)$ corresponds to an ordered sequence of $2 l$ permutation matrices $P\left(f_{1}\right), P\left(f_{2}\right), \Lambda, P\left(f_{2 l}\right)$ in $H$, then $\left(f_{1}, \Lambda f_{2 l}\right)$ is called its exponent chain. Here both $P\left(f_{i}\right)$ and $P\left(f_{i+1}\right)$ are located in either the same column blocks or the same row block of $H$, and both $P\left(f_{i}\right)$ and $P\left(f_{i+2}\right)$ are located in the distinct column and row blocks. Note that the $P\left(f_{i}\right)$ 's are not necessarily distinct blocks located in the distinct places.

## III. Cycle Relationships in Protograph LDPC Codes

Let $M\left(m_{i, j}\right)$ be a mother matrix,

$$
H=\left[\begin{array}{cccc}
P\left(f_{1,1}\right) & P\left(f_{1,2}\right) & \Lambda & P\left(f_{1, n}\right) \\
P\left(f_{2,1}\right) & P\left(f_{2,2}\right) & \Lambda & P\left(f_{2, n}\right) \\
\mathrm{M} & \mathrm{M} & \mathrm{O} & \mathrm{M} \\
P\left(f_{m, 1}\right) & P\left(f_{m, 2}\right) & \Lambda & P\left(f_{m, n}\right)
\end{array}\right] \text { be its }
$$

expander matrix, each $P\left(f_{i, j}\right)$ in $H$ is a $L \times L$ permutation matrix or zero matrix. We define a natural projection mapping $\phi: H \rightarrow M, \phi\left(P\left(f_{i, j}\right)\right)=m_{i, j}$.

From the definition of the natural projection mapping, we can obtain the following Lemma.

Lemma 2.Each cycle in a expanded matrix $H$ projects to a unique cycle in its mother matrix $M$ by the natural projection mapping.

Proof. Assume $C$ be a cycle in the expanded matrix $H$ with length $2 k$.From the definition of permutation matrix, we know that two consecutive points in the cycle $C$ are in the two different permutation matrix of the expander matrix $H$.Without loss of generality, we assume the permutation matrices which cycle $C$ traverse in $H$ be $P\left(f_{i_{1}, j_{1}}\right), P\left(f_{i_{2}, j_{2}}\right), \Lambda, P\left(f_{i_{2 k}, j_{2 k}}\right) \quad$ where $P\left(f_{i_{t}, j_{t}}\right) \neq P\left(f_{i_{t+1}, j_{t+1}}\right) \neq P\left(f_{i_{t+2}, j_{t+2}}\right)$,for $1 \leq t \leq 2 k \quad$ We use the convention that subscripts are computed modulo $2 k$ using least positive residues, so that the latter statement includes $P\left(f_{i_{2 k-1}, j_{2 k-1}}\right) \neq P\left(f_{i_{2 k}, j_{2 k}}\right) \neq P\left(f_{i_{1}, j_{1}}\right)$ and $P\left(f_{i_{2 k}, j_{2 k}}\right) \neq P\left(f_{i_{2}, j_{2}}\right) \neq P\left(f_{i_{1}, j_{1}}\right)$.By the natural projection mapping, we get an ordered sequence of points $m_{i_{1}, j_{1}}, m_{i_{2}, j_{2}}, m_{i_{2_{k}}, j_{2 k}}$, which forms a cycle in the mother matrix M .

From Lemma 2, we can have the following result easily.
Theorem 3.The girth of a expanded matrix is not smaller than its mother matrix.

Cycles in a mother matrix and its Expander matrix have the following relationship.

Theorem 4.Let $M$ be a $m \times n$ mother matrix. $H$ be the $m L \times n L$ matrix obtained by the extension of a $m \times n$ exponent matrix $E(H)$ with $L \times L$ permutation matrices. Let $C$ be a cycle of length $2 k$ in the mother matrix, its exponent chain is $\left(f_{1}, f_{2}, \Lambda, f_{2 k}\right)$. Then, cycle $C$ brings a cycle of length $2 k$ in matrix $H$ if and only if $f_{1}^{-1} f_{2}, \Lambda, f_{2 k-1}^{-1} f_{2 k}$ has a fixed point. And the number of cycles induced by $C$ equal to the number of fixed point of $f_{1}^{-1} f_{2}, \Lambda, f_{2 k-1}^{-1} f_{2 k}$


Figure 1 A point in $P\left(f_{1}\right)$ traverses through $P\left(f_{2}\right), \Lambda, P\left(f_{2 k}\right)$
Proof. Without loss of generality, we assume $f_{1}$ and $f_{2}$ are in the same row of $E(H)$. It is obviously $f_{2 i-1}$ and $f_{2 i}$ are in the same row, $f_{2 i}$ and $f_{2 i+1}$ are in the same column, for $i=1,2, \Lambda, k$ From the definition of permutation, we can get easily that consecutive points of a cycle in $H$ are in different permutation matrices. Then, we can denote the points of a cycle in matrix $H$ by their positions in the permutation matrices.

To prove the theorem, we only need to consider whether the path, starting from the point of the $j$-th column of the permutation matrix $P\left(f_{1}\right)$, passing by $P\left(f_{2}\right), P\left(f_{3}\right), \Lambda, P\left(f_{2 k}\right)$, forms a cycle ,i.e., whether the point is still in the $j$-th column of the permutation matrix $P\left(f_{2 k}\right)$.

By the definition of permutation matrix, the position of 1's in the $j$-th column of
$P\left(f_{1}\right)$ is $\left(f_{1}^{-1}(j), j\right)$, denote this point $A_{1}$. Since $f_{1}$ and $f_{2}$ are in the same row, assume
the point in the same row of $A_{1}$ in permutation matrix $P\left(f_{2}\right)$ is $A_{2}$.Then the position of
$A_{2}$ in $P\left(f_{2}\right)$ is $\left(f_{1}^{-1}(j), f_{1}^{-1} f_{2}(j)\right) \cdot f_{3}$ and $f_{2}$ are in the same row of the exponent matrix,
we assume the point $A_{3}$ in $P\left(f_{3}\right)$ is in the same column of $A_{2}$, the position of $A_{3}$ in
$P\left(f_{3}\right)$ is $\left(f_{1}^{-1} f_{2} f_{3}^{-1}(j), f_{1}^{-1} f_{2}(j)\right)$.Iteratively, we have $f_{2 k-1}$ and $f_{2 k}$ are in the same row,
the position of $A_{2 k-1}$ in $P\left(f_{2 k-1}\right)$ is $\left(f_{1}^{-1} f_{2} \Lambda f_{2 k-2} f_{2 k-1}^{-1}(j), f_{1}^{-1} f_{2} \Lambda f_{2 k-3}^{-1} f_{2 k-2}(j)\right)$.We
assume the point in the same column of $A_{2 k-1}$ in $P\left(f_{2 k}\right)$ is
$A_{2 k}$.The position of $A_{2 k}$ is $\left(f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1}(j), f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1} f_{2 k}(j)\right)$.

If cycle $C$ brings a cycle in matrix $H, A_{2 k}$ is in the $j$-th column of $P\left(f_{2 k}\right)$,i.e., $\left(f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1} f_{2 k}(j)\right)=j$,it
means $j$ is the fix point of the permutation $f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1} f_{2 k}$.

If $f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1} f_{2 k}$ has fixed points, from the definition of cycle, there are cycles in $H$ of length $2 k$.And each fix point of the permutation will induce a $2 k$-cycle in $H$. Thus, the number of the cycles in $H$ induced by $C$ is the number of the fixed points of $f_{1}^{-1} f_{2} \Lambda f_{2 k-1}^{-1} f_{2 k}$.

When the permutation matrices are all circulant permutation matrices, i.e., a protograph LDPC code is also a QC-LDPC code, the above theorem can be described as the following corollary:

Corollary 5.Let $M$ be a $m \times n$ mother matrix. $H$ be the $m L \times n L$ matrix obtained by the extension of a $m \times n$ exponent matrix $E(H)$ with $L \times L$ circulant permutation matrices. Let $C$ be a cycle of length $2 k$ in the mother matrix, its exponent chain is $\left(a_{1}, a_{2}, \Lambda, a_{2 k}\right)$.Then, cycle $C$ brings a cycle of length $2 k$ in matrix $H$ if and only if

$$
\begin{equation*}
\sum_{i=1}^{2 k}(-1)^{-i} a_{i} \equiv 0 \quad \bmod L \tag{4}
\end{equation*}
$$

Fossorier, in [70,16], presented essentially the same results on the necessary and sufficient condition under which there are cycles in the QC-LDPC codes. Myung, in [4]expressed the cycles of QC-LDPC codes into simple equations. Both these results are special case of Theorem

## IV. Limitation of Lifting QC-LDPC Codes

QC-LDPC codes are getting more attention due to their linear-time encodability and small size of required memory. Cycles in the Tanner graph lead to correlations in the marginal probabilities passed by the sum-product decoder; the smaller the cycles the fewer the number of iterations that are correlation free. Thus cycles in the Tanner graph affect decoding convergence, and the smaller the code girth, the larger the negative effect. From Theorem 3,we know the girth of QC-LDPC codes is no smaller than its mother matrix. Thus, lifting methods of QC-LDPC codes to get large girth are considered by many coding theorists.

There are two classes of lifting problems in QC-LDPC codes.
Class 1 Give a mother matrix and the order of circulant permutation matrix, search for an exponent matrix which make the girth of the QC-LDPC codes as large as possible.

Class 2 Give a mother matrix and the girth of a QC-LDPC codes, look for a minimal order of circulant permutation matrices which ensure the QC-LDPC codes achieve the given girth.

Now, we show some results of QC-LDPC codes by lifting.

## A. Some Results of Lifting in QC-LDPC Codes

Myung, in[5],[22], presented two simple methods called floor and modulo lifting to construct QC-LDPC codes of larger
length. We will describe one of the two methods in the following.

Consider a given QC-LDPC code $C_{0}$ with $m L_{0} \times n L_{0}$ parity-check matrix $H_{0}$ and $m \times n$ exponent matrix $E\left(H_{0}\right)=\left(a_{i j}\right)$.Our goal here is to construct a QC-LDPC code $C_{1}$ with $m L_{1} \times n L_{1}$ parity-check matrix $H_{1}$ and $m \times n$ exponent matrix $E\left(H_{1}\right)=\left(b_{i j}\right)$, where $L_{1}=q L_{0}$ for an integer $q>1$. Assume that both codes have the same $m \times n$ mother matrix, i.e., $M\left(H_{0}\right)=M\left(H_{1}\right)$ for simplicity. Then it suffices to specify how to lift $E\left(H_{1}\right)$ from $E\left(H_{0}\right)$, since $H_{1}$ can be obtained by exponent extension $\varepsilon_{L_{1}}\left(E\left(H_{1}\right)\right)$.
Floor-lifting Procedure:
Step 1:Initialize: $E\left(H_{1}\right)$ is the zero matrix.
Step 2:For each'1'at the $i$-th row and the $j$-th column among the columns with lowest degree $\omega_{\min }$ in $M\left(H_{1}\right)$,replace the corresponding block of $H_{1}$ by $P^{b_{i j}}$ list the girth and the number of the shortest cycles in the replaced matrix. Here, $b_{i j}$ runs through the $q$ exponents $q a_{i j}, q a_{i j}+1, q a_{i j}+2, \Lambda, q a_{i j}+(q-1)$

Step 3:Among all the possibilities for $P^{b_{i j}}$ Step 2,select a circulant permutation matrix at the position of 1 'in $M\left(H_{1}\right)$ such that the corresponding girth is maximized and then the number of the shortest cycles is minimized. Update $H_{1}$ and $E\left(H_{1}\right)$ by applying the chosen circulant permutation matrix and the corresponding exponent at the selected position, respectively.

Step 4:Repeat Steps 2 and 3 until each' 1 'in the degree- $\omega_{\text {min }}$ columns of $M\left(H_{1}\right)$ is assigned to a circulant permutation matrix.

Step 5:Repeat Steps 2,3 and 4 for each degree $\omega>\omega_{\text {min }}$ in turn.

Modulo lifting is similar to floor lifting, only in step 2 let $b_{i j}$ run through the $q$ exponents $a_{i j}, a_{i j}+L_{0}, a_{i j}+2 L_{0}, \Lambda, a_{i j}+(q-1) L_{0}$.

Applying the lifting methods recursively, it is possible to generate a sequence of QC-LDPC codes.

Fossorier, in[1],showed some smallest value $p$ (the order of circulant permutations)by computer searching. Hagiwara, in [24], investigated the smallest value $p$ (the order of circulant permutations)for a $(J, L, p)$ QC-LDPC code with girth 6 exists for $J=3$ and $J=4$.

Define $p_{\text {min }}$ as the minimum value of $p$ for which $a(J, L)$-regular LDPC code with $g \geq 6$ exists. Then

$$
p_{\min } \geq\left\{\begin{array}{cc}
L, & \text { if } L \text { is odd }  \tag{5}\\
L+1, & \text { if } L \text { is even }
\end{array}\right.
$$

Proposition 6.If $L$ has no divisor $q$ with $2 \leq q \leq J-1$, then $a(J, L)$-regular QC-LDPC code with $g \geq 6$ and $p=L$ exists.

Proposition 7.For an arbitrary $J$, if $a\left(J, L_{i}\right)$-regular QC-LDPC code with $g \geq 6$ and $p=L_{i}$ exists for each $i=1,2$, then for $L=L_{1} L_{2}, a(J, L)$-regular QC-LDPC code with $g \geq 6$ and $p=L$ exists.

For $J=3, p_{\min }$ for any value of $L$ had been obtained. For $J=4, p_{\min }$ for any $L \leq 31$ and for any $(J, L)=(4,6 m),(4,6 m+1),\left(4,6 m_{2}\right),(4,6 m-1) \quad$ had been acquired.

In [17], conditions for cycles of lengths $4,6,8$, and 10 in Tanner (3, 5) QC-LDPC codes are expressed as simple polynomial equations in a primitive 15 th root of unity in $F_{p}$. By checking the existence of solutions for these equations, their girths are derived. When the shift value $L$ is 31 , the girth of the code is 8 , and when the shift value $L$ is 61 or 151 , the girth of the code is 10 . For the remaining values $L$ in $P_{15} \backslash\{31,61,151\}$, the girth becomes 12 .

## B. Limitation of QC-LDPC Codes

We have presented the relationship of the cycles in the expanded codes and its mother matrix. QC-LDPC codes as a class of expanded LDPC codes, have efficient encoding algorithm. The girth of QC-LDPC codes are upper bounded, because of the structure of the mother matrix.

From the definition of cycle, we know the points in a cycle maybe appear more than once. If a cycle in the mother matrix of a QC-LDPC code, whose all points appear the same times in the odd positions as in the even positions, and the exponent chain of the cycle satisfies (4), there will be a cycle inevitably in the QC-LDPC code with the same length of the cycle in the mother matrix.

Example 1. Let $M_{1}=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right]$ be a mother matrix. Let $H_{1}=\left[\begin{array}{lll}P\left(a_{11}\right) & P\left(a_{12}\right) & P\left(a_{13}\right) \\ P\left(a_{21}\right) & P\left(a_{22}\right) & P\left(a_{23}\right)\end{array}\right]$ denote the expanded matrix which replace the 1 's in the mother matrices by $L \times L$ circulant permutation matrices. There is inevitably a cycle of length 12 in the matrix $H_{1}$. Such a cycle is depicted in Figure 2. The cycle in Figure 2 satisfies (4),

$$
a_{11}-a_{13}+a_{23}-a_{22}+a_{12}-a_{11}+a_{21}-a_{23}
$$

$$
+a_{13}-a_{12}+a_{22}-a_{21} \equiv 0 \bmod \mathrm{~L}
$$

for any value $L$. Then, this cycle will bring cycles of length 12 in $H_{1}$.

Here, every points in the cycle appear two times in the cycle. And the set of points in the odd positions of the cycle is the same as the set in the even positions.


Figure 2: An inevitable cycle of length 12 in QC LDPC codes.
Example 2. Let $M_{2}=\left[\begin{array}{llll}1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1\end{array}\right]$ be a mother matrix.
Let

$$
H_{2}=\left[\begin{array}{cccc}
P\left(a_{1}\right) & P\left(a_{2}\right) & 0 & 0 \\
P\left(a_{3}\right) & P\left(a_{4}\right) & P\left(a_{5}\right) & 0 \\
0 & 0 & P\left(a_{6}\right) & P\left(a_{7}\right) \\
0 & 0 & P\left(a_{8}\right) & P\left(a_{9}\right)
\end{array}\right]
$$

denote the expanded matrix which replace the 1 's in the mother matrices by $L \times L$ circulant permutation matrices and 0 'a by $L \times L$ zero matrix. There is inevitably a cycle of length 20 in the matrix $H_{2}$. Since the exponent chain of the cycle is

$$
\binom{a_{1}, a_{2}, a_{4}, a_{5}, a_{6}, a_{7}, a_{9}, a_{8}, a_{5}, a_{4}}{a_{2}, a_{1}, a_{3}, a_{5}, a_{8}, a_{9}, a_{7}, a_{6}, a_{5}, a_{3}}
$$

And the exponent chain of the cycle satisfies (4),

$$
\begin{aligned}
& a_{1}-a_{2}+a_{4}-a_{5}+a_{6}-a_{7}+a_{9}-a_{8}+a_{5} \\
& -a_{4}+a_{2}-a_{1}+a_{3}-a_{5}+a_{8}-a_{9}+a_{7}-a_{6}+a_{5}-a_{3} \equiv 0 \bmod \mathrm{~L}
\end{aligned}
$$

for any value $L$.
Here, except $a_{5}$ appear four times, the other points all appear two times. And the set of points in the odd positions of the cycle is the same as the set in the even positions.

## V. Conclusion

We discussed cycle in expanded QC-LDPC codes. First, we consider QC-LDPC codes with circulant permutation matrices as protograph LDPC codes. And we reveal the relationship of cycles in a protograph LDPC code and its mother matrix. Second, we showed the limitation of the lifting QC-LDPC codes and give some results. Finally We have proved that the girth of a protograph LDPC code is not smaller than the girth of its mother matrix.
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