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Abstract—Deploying PKIs in ad hoc networks opens up various 

issues related to the intrinsic characteristics of these networks. In 

the literature, many proposals for PKI over ad hoc networks are 

based on the distribution of the certification authority via a 

threshold secret sharing scheme. However, these proposals are 

mostly suitable for managed ad hoc networks. In this paper, we 

propose a self organized peer-to-peer CA. This CA is generic and 

can suit various contexts of spontaneous ad hoc networks. It does 

not rely on any central or external entity. The CA’s services are 

carried out by the different participating CA members 

determined. The proposed protocol has two phases: the 

bootstrapping phase and the operating phase. The bootstrapping 

constitutes our main contribution compared to related works. We 

evaluate by simulations our proposal and show that its 

performances are acceptable while considering various scenarios 

for ad hoc networks. 

Index Terms—PKI, certification authority, ad hoc networks, 

Peer-to-Peer. 

 

I. INTRODUCTION 

ANET (Mobile Ad Hoc Networks) are endowed with 
many virtues which make them very interesting in both 
military and civilian fields. Thanks to their intrinsic 

characteristics (no pre-deployed infrastructure, a dynamic 
topology, an open transmission medium), they are highly 
effective in numerous situations such as emergency and rescue. 
At the same time and because of these features, MANETs are 
prone to a wide range of attacks which may range from the 
simple eavesdropping to the breakup of some vital functions 
of the network (such as routing ). Cryptographic techniques are 
often seen as the most effective tool providing networks with 
security services [15],[ 20]. The use of cryptographic schemes 
(either for encryption or for signing) relies greatly on a secure 
and effective key management [32]. Most recent researches on 
MANETs  security address the issue of setting up a secure and  
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robust PKI (Public Key Infrastructure). Unfortunately, the 
aforementioned features of mobile ad hoc networks added to 
the lack of a centralized administration authority, the error-
prone transmission medium and the vulnerability of mobile 
nodes to physical attacks, has rendered the task of setting up 
such framework very hard.  
The last decade has seen an effervescence in MANET’s 
security research domain. However, we agree with the authors 
of [28, 21] that this research domain still immature. The 
proposed schemes of PKI over MANETs are not suited to 
fully self organized ad hoc networks. This can be easily 
explained by the fact that most of these proposals are based on 
the existence of an offline CA (Certification Authority), 
commonly known as Trusted Dealer, which provides some 
nodes with keying materials before the network is set up 
[40,41,42,43]. We propose in this paper a spontaneous self 
organized peer-to-peer CA. This CA can suit the context of 
spontaneous mobile ad hoc networks.  
The remaining of this paper is organized as follows: In section 
II we give a brief presentation of the most effective proposals 
for deploying a PKI for MANETs. In section III, we present 
and discuss our solution. Section IV portrays the evaluation of 
our proposal through simulations. Finally, in section V we 
conclude this paper and outline some future works. 

II. RELATED WORKS 

The deployment of a PKI in mobile ad hoc networks has 
been considered as a challenging task. Researchers have 
noticed that, contrary to classical wired and static networks, it 
is impossible for a single node in a MANET to play the role of 
a CA because of the aforementioned security weakness of 
mobile nodes. Moreover, researchers have proved that even if 
it were possible, nodes could be unable to get the certification 
services because of the connectivity transience. To solve this 
issue, various solutions have been proposed aiming to reach a 
tradeoff between security and availability of the certification 
services [1],[2],[4],[6]-[10],[16],[17], [20],[21],[23]-
[26],[28],[29],[33],[37]-[45],[47]. In this section, we review 
some of these proposals. We classify them into four categories 
according to their architecture. 

A. The Partially distributed PKIs 

A first scheme based on a partially distributed certification 
authority was proposed in [43]. The CA’s functionalities are 
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distributed over a random set of nodes by using threshold 
cryptography. This paradigm uses a (t, n) secret sharing 
scheme [35] to distribute cryptographic operations over n 
different players. Such scheme ensures that the required 
operation will be infeasible unless there is the participation of 
at least t players. To get its certificate signed by the distributed 
CA, a client node (requesting for a certificate) must send to 
server nodes his public key with its credentials contained into 
a certification request. Each server node receiving such request 
generates a partial signature using its share of the CA’s private 
key and submits it to a special node (called Combiner) that 
combines the t partial signatures into a valid one. The validity 
of the generated signature can easily be verified using the 
public key of the distributed CA.  
In order to enhance the performances of this scheme, many 

proposals have been published later by Yi in [40, 42] and by 
Wu in [39]. Yi’s proposals suggest the distribution of the 
functionalities of the CA over the most powerful, secure and 
trustworthy nodes in the MANET. Yi called these nodes 
MOCA (MObile Certificate Authority). To contact this 
distributed CA, many strategies are proposed. They are based 
on the idea that MOCA certification protocol can share routing 
information with the available routing protocol. Hence, a client 
node may contact MOCA servers by using, among many 
others strategies, either the shortest or the freshest paths in its 
routing cache.  
Since a client node has to ask many sever nodes for the 

certification service at the same time, an availability issue may 
be raised. Wu proposes in [39] a scheme called SEKM (Secure 
and Efficient Key Management) which enhances the 
availability of the distributed CA. Server nodes remain 
connected by sending periodic messages between each others. 
To get its certificate signed by the distributed CA, a client 
node sends a certification request to at least one server node. 
Thus, the availability of the whole scheme is enhanced since 
each server node has a view of the whole distributed CA. 
However, all these proposals share the following limitations: 
1. Since the nodes which are members of the distributed CA 

are chosen by the trusted dealer, these schemes are only 
suitable for managed ad hoc networks. 
2. It is the responsibility of server nodes to store all issued 

certificates in the network. In case of limitation of nodes’ 
memory, this issue may lead to a memory space problem. 
3. These schemes are not able to scale with the network’s 

size since the parameters t and n of the threshold secret sharing 
scheme on which they are based are fixed in advance. 

B. Fully distributed PKIs 

In references [23]-[25], a new approach for distributing CA 
functionalities is proposed. It enhances the availability of 
Zhou’s proposal [43]. But unlike Zhou’s approach, these 
solutions use a (t, n) threshold secret sharing scheme to 
distribute the CA’s services over all the nodes in the MANET. 
Thus, being based on a localized trust model, the certification 
services in the fully distributed CA approach can be performed 
by any t one-hop neighboring nodes. It is important to mention 

here that the offered certification services do not provide the 
initial certificates issuing. In addition to initializing the first t 
nodes by sharing the CA’s private key among them, initial 
certificates issuing task is also accomplished by the trusted 
dealer. To renew its certificate, a node must broadcast a 
request to a coalition formed by at least t one-hop nodes in its 
neighborhood. Each requested node, based on the client node’s 
behavior which is monitored by a local intrusion detection 
system, uses its private key share to make a partial signature 
over the certificate. This proposal fits better the ad hoc 
network’s constraints, since the burden of ensuring the security 
of the network is fairly shared by all the nodes. However, it 
inherits the weaknesses of schemes discussed in subsection A, 
in addition to the following limitations: 

1. Authors assume in their model that every node can have 
at least k one-hop neighboring nodes.  This assumption is often 
unrealistic and a node may have less than k one-hop neighbors. 

2. Since initial certificates issuing is not ensured by the 
proposal, the knowledge in advance of all participating nodes 
identities seems necessary. This issue makes the proposal 
unsuitable for spontaneous unplanned ad hoc networks. 

3. The proposal does not consider how to adjust the 
parameter t: a too high would affect the service availability, 
and a too low would affect the security of the system. 
Moreover, it is not shown how this parameter (t) can be 
adapted to the size of the network. 

C.  Certificate chaining-based PKIs 

Starting from their point of view that security in MANET 
must not rely on any TTP, even throughout bootstrapping 
phase, Capkun and Hubeau [20], [37] have shown that public 
key management can be done in a fully self-organized fashion. 
In their proposals, inspired of the PGP authentication system 
[46], digital certificates are created, signed, issued and stored 
by nodes themselves. Based on its belief that a public key PKv 
belongs to a specific node v, a node u can issue a certificate 
that states such “ownership”. In [20], [37], the authors present 
their scheme as an oriented graph model G(V,E) where V 
(Vertices) correspond to public keys and E (Edges) are 
associated to the issued certificates. The certificates are 
selected according to Shortcut Hunter or Star Shortcut Hunter 
algorithms.  Each node stores in its local repository a small 
number of certificates that have been issued. This repository 
constitutes the node’s local view of the whole graph G. To 
authenticate their public keys, communicating nodes proceed 
as follows: they first merge their local certificate repositories 
(named web-of-trust), then they search in the merged 
repositories for a certificate chains between them. Schemes 
based upon certificate-chaining approach share the following 
limitations: 

1. The authentication of public keys cannot be guaranteed. 
Indeed, a certificate chain between two nodes may not be 
found (the graph representing the trust relationships between 
nodes may not be dense enough or not connected. 

2. A long time period is required for until nodes can 
establish a web-of-trust between each other. 
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3.  Since these schemes are not based on any kind of TTP, 
expected results could not be accurate. Nodes, in such 
schemes, act like a standalone CA and therefore the validity of 
any certificate-chain will depend on the honesty of all nodes 
involved in its formation.  

D. Cluster-based PKIs 

Clustering has been often used to enhance the availability of 
the CA services and to minimize the use of the network’s 
bandwidth. Then, various schemes use clustering techniques to 
setup PKIs over ad hoc networks [1], [2], [9], [10], [16], [17], 
[21], [28]. Because clustering techniques are used differently 
and for various purposes, each scheme will be briefly 
described apart.  

Authors in [28] use clustering techniques to take advantage 
of the neighbors’ monitoring capabilities and the short 
communication range within the same cluster. 
Inspired of the “web-of-trust” approach, authors assume that 
nodes belonging to the same cluster are able to establish a 
direct trust relationship with each other by using behavior 
monitoring systems. The authors define the concept of 
Introducing nodes. These are outsider nodes with which a 
requesting node had yet trust relationships. They belong to the 
same cluster as the requesting node. Based on many “signed 
recommendations” issued by these outsider nodes, a requesting 
node may establish indirect trust relationships with nodes from 
other clusters. The problem here is that a given node may have 
to authenticate a node from a foreign cluster without an 
introducing node. 

Authors in [1] propose to split the network into clusters. 
The set of clusterheads, which jointly constitutes the 
distributed CA, uses a proactive secret sharing scheme to 
distribute network’s private key over them. To get its 
certificate signed by the distributed CA, a client node must 
collect some warranty certificates as credentials. Based on a (t, 
n) threshold signature scheme, a quorum of clusterheads 
collaboratively sign the client node’s certificate after verifying 
the validity and the number of created warranty certificates. 
The main drawback of this scheme is that the certification 
services are assumed to be handled by the clusterheads without 
considering their trustworthiness or their ability to offer such 
services. 

Authors in [17] proposed a self-organized key management 
in which clusterheads (called CMNs for Certificate 

Management Nodes) collect and manage certificates issued by 
nodes in their one-hop neighborhood. This scheme has the 
advantage of optimizing certificates storage since a multiple 
CMNs share all the certificates in the network. Moreover, it 
reduces the traffic load since nodes (called NN for Normal 
Nodes) entrust the finding certificate-chains task to CMNs 
instead of proceeding by merging their repositories like in [20, 
37]. However, this scheme suffers from two main limitations: 
1)Similarly to Hubaux’s scheme, the results given by this 
scheme cannot be guaranteed since CMNs may not find a 
certificate chain between two authenticating nodes. 2)Unlike 
Hubaux’s scheme, heavy computation and storage load are 

carried only by the few CMNs nodes. This issue contradicts the 
concept of symmetric relationships between MANET’s nodes. 

Authors in [16] propose a composite key management by 
using various techniques: distributed CA, identity-based 
cryptography and certificate-chain authentication. Their 
scheme is mainly based on the availability of a trusted dealer 
(an offline CA) which is responsible for performing numerous 
vital functions such as creating clusters and selecting 
clusterheads, generating private/public key pair, creating a 
certificate for each clusterhead, registering new joining nodes, 
detecting topology changes, collecting reports from 
clusterheads, refreshing clusterheads key pairs, etc. . This 
scheme has the two following shortcomings: 1) It uses a 
clustering algorithm called CGQR (Clusterhead Gateway 
Switch Routing) which does not guarantee the trustworthiness 
of elected clusterheads. 2) The shared signature key is 
generated by a randomly selected clusterhead called KM (Key 
Manager). Assuming that this KM will be a trustworthy node 
does not seem a realistic assumption. 

Authors in [2],[9],[10] use a secure clustering algorithm 
called RECA (REputation based Clustering Algorithm) [11] to 
elect trustworthy clusterheads and to distribute the CA’s 
services among them. Each clusterhead has a twofold function: 
a centralized CA (for the members of its cluster) and a member 
of the distributed CA (for new elected clusterheads). Within 
the same cluster, nodes validate each other’s certificates using 
the public key of their clusterhead. To validate the certificate 
of nodes from other clusters, a request must be sent to one’s 
clusterhead which know the public keys of all clusterheads in 
the network and which can, therefore, verify its validity using 
the appropriate public key. The main drawback of this scheme 
is that if a malicious node succeeds to compromise just one 
clusterhead, it will be able to issue false certificates that would 
be recognized as valid by all the nodes in the network. 

III. THE PROPOSAL 

MANETs have similarities with the peer-to-peer (P2P) 
networking model in several aspects:  decentralization, 
equality and autonomy [6]. Hence, we propose a generic P2P 
certification authority without the intervention of a central or 
any offline entity. The CA’s services are carried out by the 
different participating CA members. This CA can be set up 
anywhere at any time as soon as a spontaneous P2P network is 
created.  

A. The requirements 

For the design of an effective CA in a spontaneous peer-to-
peer network, we define the following requirements: 

1- Non preestablished trusted dealer: Preestablished 
trusted dealer solutions fit planned peer-to-peer 
networks where the identities of nodes are well 
known in advance. Furthermore, if the trusted dealer 
is usually well protected against external attacks, it is 
not the case against internal ones resulting in the 
disclosure of its private key. 
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2- A trust anchor: It is crucial for the credibility of the 
issued certificates that the CA is trusted by all the 
nodes in the network. To achieve this goal, CA nodes 
are chosen according to their honesty. 

3- The availability of the CA services: this feature  
depends greatly on the participation of a sufficient 
number of nodes. The higher the number of 
participating nodes is, the more the certification 
services will be available. 

To fulfill the identified requirements, we rely on clustering 
techniques as well as on threshold key generation schemes 
[13], [15], [31], [32].  In the following, we first present the 
network model. Then, we describe the features of the 
clustering protocol that is required by our scheme. Finally, we 
explain in more details our protocol. 

B. The assumptions 

Communication links between nodes are insecure: They are 
prone to a wide range of attacks that characterizes both 
wireless and peer-to-peer communications (like eavesdropping 
and MITM attacks for example). We assume that each node is 
endowed with a reputation system allowing it to assign for 
each one-hop neighbor a trust value. This system may be 
empowered by an Intrusion Detection System (IDS) that can 
be used for the detection of malicious nodes. Reputation 
system and IDS may cooperate by feeding each other with the 
relevant information in order to enhance their performances. 
Moreover, we assume that the network can be split, by using 
an appropriate clustering protocol, into many clusters. We 
consider that nodes are mobile and can roam freely from one 
cluster to another. 

C. The clustering algorithm 

In our proposal we rely on clustering so as to distribute CA’s 
services over the elected clusterheads. In our context, it is 
important for the efficiency of our scheme that the clustering 
algorithm takes into account the honesty of nodes while 
computing their weights (such as Weighted Clustering 
Algorithms- WCA) [5], [11], [22]. WCA requires that each 
node of the network is equipped with a GPS (Global 
Positioning System) to compute the positions of nodes while 
they are in move. This assumption may not be realistic in our 
context. The algorithms proposed in [22, 11], which are called 
respectively SCA (Secured Clustering Algorithm) and RECA 
(REputation based Clustering Algorithm), perfectly meet our 
needs. These algorithms take into account the following 
parameters for the election of clusterheads in a MANET: 

- The Max value: maximum number of nodes which may 
be handled by a single clusterhead.  

- The Min value: minimum number of nodes which may 
be handled by a single clusterhead.  

- The Max hop cluster: maximum number of hops which 
may exist between a clusterhead and its cluster’s 
members.  

- The Weight: a node may be elected as a clusterhead 
according to its weight in the cluster. In order to 

compute node’s weight the following parameters are 
considered: 1) Trustworthiness (computed according 
to the records of its one-hop neighbors reputation 
system) and 2) Battery power (the remaining lifespan 
of node’s battery). 

- The Stability of links between a given node and its 
neighbors. It is usually affected by the node’s 
mobility and by the transmission range. 

D. The protocol 

As stated before, our approach eliminates any kind of trusted 
dealer. In our design, we use as aforementioned a clustering 
protocol to select a set of nodes which will form the online 
CA, and a distributed secret sharing protocol to share CA’s 
private key among them. the process may be described 
according to two phases: a bootstrapping phase and an 
operating phase. By the end of the former one, the CA will be 
operational and able to offer certification services for ad hoc 
network nodes. 

1) The bootstrapping Phase 

This phase aims at setting up a distributed online CA within 
a mobile ad hoc network. It represents the peculiarity of our 
approach compared to other works. The bootstrapping phase 
begins when each node in the network establishes enough trust 
relationships with its one-hop neighbors. At that time, the 
network structure is flat. After the execution of the clustering 
algorithm, the network’s structure becomes hierarchical and 
nodes will be grouped into many clusters managed by 
clusterheads as explained in subsection C. 
We propose to distribute the functionalities of the CA over 

clusterheads which are considered trustworthy by their one-
hop neighbors. These clusterheads will start providing the 
certification services for all nodes in the network.  
Clusterheads are equipped with a threshold signature scheme 
which enables them to share the capacity of signing certificates 
on behalf the CA: a set of t out of n clusterheads can cooperate 
to jointly sign a certificate for a client node.  
In the literature, many threshold schemes have been 

proposed to share the signature function among a set of nodes 
[14], [18], [30], [36]. The secret key used in such schemes is 
generated and shared using secret sharing protocols. These 
schemes can be classified in two categories: 
- Centralized: The secret key is generated and then divided 

into shares by one centralized trusted dealer [12], [32], 
[35]. Each share is sent to a server node by that dealer.  

- Distributed:  The secret key is generated and shared by 
server nodes themselves without the help of any outsider 
entity in a distributed manner. By the end of the protocol, 
commonly known as DKG (Distributed Key Generation) 
protocol, each server node will have a share of the secret 
key but none of them will have knowledge of the secret 
key itself.  

As it was stated before, whenever the secret key is entirely 
owned by a single entity, the security of the whole system is 
jeopardized. Starting from this fact, we chose the distributed 
approach for the key generation. Several protocols, in 
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literature have been proposed to generate the public/private 
key pair for threshold RSA based cryptosystems [3], [15] as 
well as for discrete logarithm based cryptosystems [13], [31], 
[32], [34]. Although most of DKG protocols assume the 
existence of private channels between each couple of server 
nodes, which means obviously that cryptographic materials 
are already deployed on such nodes, the one proposed in 
[13] does not. Besides having the advantage of being non-
interactive, this DKG protocol uses only public channels. We 
have adopted for this latter protocol since it fits our 
reuirements. Each clusterhead has to execute this protocol to 
get its share of the distributed CA’s private key SKca in 
addition to its public key PKca. Once a clusterhead has 
obtained a share of the CA’s signing key, it cooperates with 
other clusterheads to jointly generate and sign a certificate 
authenticating the CA’s public key PKca. The most 
important information carried in the certificate are the 
validity period, the CA’s public key PKca and the CA’s 
signature. 

 
Fig. 1. The sequence diagram of the Bootstrapping phase. 

 
The process of signing the CA’s certificate is the same as that 
triggered in response to receiving a certificate signing request. 
To ensure that each clusterhead has already computed its own 
share, a message of synchronization between clusterheads is 
used. The CA’s certificate is distributed by each clusterhead to 
the members of his cluster. In the same way, clusterheads 
cooperate together to sign with the CA’s private key SKca a 
list containing the identities of the CA members. This list is 
sent with the auto-signed certificate of the distributed CA by 
all clusterheads to their respective clusters members (see Fig. 
1). Besides, each clusterhead carries out the certification of its 
own key pair (Pk/Sk) by requesting the cooperation of other 
clusterheads. Then, clusterheads exchange their certificates 
and send them to nodes in their own clusters. In order to 
maintain a good level of security, it is important to refresh the 
shares which are held by clusterheads each time the group 
forming the distributed CA’s changes (a clusterhead leaves it 
or a new one joins it) [19]. Accordingly, the CA certificate has 
to be re-generated and re-signed by CA’s members. 
 

2) The Operating phase 

To prevent a malicious node, in case it has been elected as a 
clusterhead (after launching a Sybil attack for example), from 
signing certificates on behalf of the CA, it is wise to make that 
task only possible for a set of clusterheads. The signature 
function is therefore shared among clusterheads according to a 
(t , n) threshold signature scheme. Such scheme allows each 
CA’s member to generate a partial signature in response to a 
certification request. We have chosen the threshold signature 
scheme described in [30]. The latter is a distributed variant of 
the DSA (Digital Signature Algorithm).  
- The Certificate issuing service: To get its certificate 

signed by the distributed CA, a client node must first target the 
CA’s members that are able to serve it by sending a service 
request to a quorum of t+∆ clusterheads (cf. Fig.2). The ∆ 
value represents an estimation of the number of clusterheads 
that may be unable to serve, at that time, for one reason or for 
another (lack of resources, being under DoS attack, etc.). The 
client node must, after that, pick up clusterheads identities 
from which it has received a "service engagement". If the 
number of responses outnumber the threshold t, this latter node 
sends them a certification request. The following information 
have to be conveyed by the certification request: client’s 
public key, credentials (Cert_cli field), identities of 
clusterheads (CH_ids) that have accepted to certify it and other 
information related to its identity. By applying the threshold 
signature scheme, each clusterhead will be able to compute 
and to send a partial signature PS to the requesting node. Once 
partial signatures are received, the client node checks their 
validity and combine t ones out of them into a complete 
signature. The validity of the final signature may be checked 
by using the CA’s public key PKca (Fig.2). 

 
Fig. 2.  The Certificate issuing process.  

 

- Certificate publishing service: In order to publish the 
certificates issued by the distributed CA, each node has to send 
its certificate to its clusterhead. Periodically, clusterheads 
exchange the identities of the members of their clusters as well 
as the levels of their honesty. If a given node Ni looks for the 
certificate of another node Nj, it sends a request to its 
clusterhead. This latter determines the clusterhead of Nj and 
forwards to it the request. Once the clusterhead associated to 
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Ni receives the certificate of Nj it forwards this certificate to Ni 
with the corresponding trust level. 

- Certificate revocation service: A node’s certificate has 
to be revoked if the private key of the node has been 
compromised or if its trust level becomes below a given 
threshold. Each clusterhead maintains, in a local repository, 
the list of all revoked certificates. This list is periodically 
exchanged between clusterheads. To check the status of a 
given certificate in an online way, a node has to send a request 
to its clusterhead. 

IV. SIMULATIONS AND RESULTS 

 

For the evaluation of our proposal we consider mobile ad 
hoc networks as a case study for the deployment of the 
proposed P2P certification authority. However, our proposal 
can be used to support any other type of P2P spontaneous 
networks.  The performance of our scheme is evaluated by 
simulation with ns2 under a UNIX platform. We have used a 
laptop an Intel Centrino dual core 2.4 GHz and a RAM and a 4 
GB memory. Since certification services costs were largely 
evaluated in the literature, we focus here on the bootstrapping 
phase. The simulation presented here cover only the 
communication aspects of the CA’s signing key sharing phase. 
For this end, we use of two metrics:  

- the Average delay: the time required for each 
clusterhead to get its share of the CA’s signing key. 

- The Overhead:  The number of messages exchanged 
per second throughout the aforementioned phase.  

We have varied the following parameters: the number of 
clusterheads, the transmission range, the speed of mobile 
nodes and the area of ad hoc network.  
Each point on curves presented in this section is the average of 
10 simulation runs. We estimated a 95% confidence interval of 
each performance measure. Error bars are not drawn for the 
clarity of figures. Since the implemented protocol requires 
computation over huge numbers, we have used of the gmp 
library (GNU Multiple Precision arithmetic library). The 
scenarios were generated using the parameters which are listed 
in Table 1: 

TABLE 1 

PARAMETERS OF THE SIMULATIONS 

 

A. Impact of varying the number of clusters 

We evaluate here the impact of varying the number of clusters 
on the performance of our scheme during the bootstrapping. A 
comparison between the costs of bootstrapping with and 
without trusted dealer is made.  We have considered scenarios 
similar to those adopted in [11]. In Fig. 3 and in Fig. 4, we 
consider that nodes move randomly in an area of  
1000×1000m2 at speed of 5m/s and have a transmission range 
of 200m. Nodes in the network are administrated by a set of 
clusterheads whose number varies from 2 to 16. Fig. 3 depicts 
the variation of the average delay that each clusterhead has to 
wait until it can compute its share of the CA private key. Fig. 4 
portrays the induced overhead, depending on the total number 
of clusterheads. As it is shown by the shape of the curve, the 
higher the number of clusterheads becomes, the higher will be 
the average delay and the overhead. Nevertheless, the impact 
of clusterheads’ number on the average delay of bootstrapping 
using a trusted dealer is insignificant. This seems logical since   
in a DKG bootstrapping the communication between server 
nodes is accomplished in an n-to-n fashion whereas in a 
dealer-based bootstrapping a 1-to-n communication is 
initiated. 

 
Fig. 3.  The average delay vs. number of clusterheads during the SKca sharing 
phase  

 
Fig. 4.  The overhead vs. number of clusterheads during the SKca sharing 
phase  
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B. Impact of varying transmission range 

We show here the adequacy of our approach to nodes with 
different transmission capabilities. Thus, by varying the 
transmission range of nodes, we depict how our metrics vary 
depending on the connectivity and batteries lifespan. In Fig. 5 
and Fig. 6, we consider 100 nodes grouped into 16 clusters. 
These nodes are randomly moving in an area of 500 × 500m2 
at a speed of 3m/s. The shapes of curves in Fig. 5 and Fig. 6 
show that nodes’ transmission range affects slightly the 
average delay and the overhead of the bootstrapping phase. 
Fig. 5 shows that the average delay for both DKG approach 
and dealer-based approach are slightly decreasing until a 
certain transmission range value (170m for the former and 
130m for the latter) and then they increase slowly. This 
phenomenon may be explained by the routing protocol’s 
behavior which is affected by the number of collisions and the 
frequency of one-hop links establishment. Thus, since the 
impact of transmission range on the performance of our 
scheme is not considerable, we can state that our scheme is 
suitable for different configurations of ad hoc networks either 
those giving priority to nodes’ connectivity or those giving 
priority to economizing batteries’ power. 

 
 
Fig. 5.  Average delay vs. the nodes’ transmission range for the SKca sharing 
phase.  

 
Fig. 6.  The overhead vs. the nodes’ transmission range for the SKca sharing 
phase.  
 

C. Impact of varying nodes velocity 

We intend through this scenario to evaluate the impact of 
nodes’ speed, within the ad hoc network, on the metrics we 
have chosen. We consider 100 mobile nodes which are moving 
in an area surface of 1000 × 1000 m2 and having each a 
transmission range of 200 m. Nodes are able to move at many 
speed levels ranging from 1m/s to 10m/s. We consider  4, 8, 
12 and 16 clusters. Fig. 7 and Fig. 8 show that the nodes’ 
speed has not a considerable impact on the average delay and 
on the overhead of the bootstrapping phase. These results 
reflect the impact of nodes’ speed on the performances of the 
used routing protocol. So we can affirm that our scheme is 
suitable for different contexts of mobility. 

 
Fig. 7.  The average delay vs.  the nodes’ speed for SKca sharing phase.  

 
Fig. 8.  The overhead vs.  the nodes’ speed for SKca sharing phase. 

D. Impact of varying the simulation area 

These simulations aim to evaluate the impact of the variation 
of the density of the network on the performance of the 
bootstrapping phase. Fig. 9 and Fig. 10 present the variation of 
the average delay and the overhead depending on the ad hoc 
network’s area. We consider here that nodes move randomly at 
a speed of 5m/s in various areas ranging from 200×200 m2 to 
1000×1000 m2. We have fixed the transmission range to 200 
m for each mobile node. Fig. 9 shows that the average delay 
increases for a certain area (600 × 600 m2). Respectively, in 
Fig. 10 the overhead decreases beyond this area since the 
chosen criteria are correlated. Indeed, in large areas, nodes can 
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be frequently out-of-range of each other. This affects the 
routing function in the network and results in the increase of 
the bootstrapping duration. 

 
Fig. 9.  The average delay vs.  the simulation area for SKca sharing phase.  

  
Fig. 10.  The overhead vs.  the simulation area for SKca sharing phase. 

V. CONCLUSION 

Our main contribution in this paper consists in proposing the 
design of a generic P2P CA over a mobile ad hoc network 
without relying on a trusted dealer. We focused on the 
bootstrapping phase of our protocol. Simulations show that the 
proposed solution is suitable for different configurations of ad 
hoc networks either those giving priority to nodes’ 
connectivity or those giving priority to economizing batteries’ 
power and for different contexts of mobility.  The simulations 
show that the average delay increases in large areas. 
Furthermore, the time required for the bootstrapping of our 
scheme is larger than in dealer-based schemes. However, since 
the bootstrapping phase is occurring just once in the whole 
network’s lifespan, this latency time can be tolerated especially 
because of the main advantage of our proposal: providing 
certification services in situations where the deployment of the 
ad hoc network cannot be planned in advance. Ongoing work 
focuses on evaluating this approach over various types of 
spontaneous P2P networks. 
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