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Abstract— A new trend in space time error correcting codes 
denoted by Block turbo code space time error correcting (BTC-

STECC) is proposed. This scheme overcomes the complexity of 

the detection stage in Space time error correcting code (STECC) 

by using the simple and familiar Alamouti STBC for 

transmission and detection. Also it uses the properties of BTC 

and its decoding procedures to make diversity in space, time and 

code. This provides a better performance than STECC in 

Rayleigh fading channels. BTC-STECC uses the Chase decoder 

algorithm to decode the BTC rows and column data. As MAP 

decoder is the optimal decoder, Chase decoder is a sub-optimal 

decoder with a high performance close to the optimal one but 

with less complexity which it is a drawback in STECC. 

 

 

Index Terms— Block turbo code, modified Chase algorithm, 

Multiple-input multiple-output, space-time error correcting 

codes.  

 

I. INTRODUCTION 

urbo codes [1] were a major development in the field of 

error control coding. These codes are very attractive due to 

their outstanding performance, very close to the limits of 

reliable communication given by Shannon limit. Block Turbo 

Code [BTC] has more powerful performance in fading 

channels than the Convolutional Turbo Codes (CTC) [2], [3]. 

   Multiple-input multiple-output (MIMO) was firstly 

introduced by Alamouti in mid of 90’s [4] and developed by 

Tarokh [5]. Due to the drawbacks of Alamouti Scheme new 

families were introduced later with good improvement in 

performance and spectral efficiency like Layered Space time 

code (LST) and other new schemes [6], [7]. 

   In [8] a new family of space time coding technique was 

introduced with high performance and high data rate, this 

family was called Space Time Error Correcting Codes 

(STECC). One of drawbacks of STECC is the complexity of 

its receiver which increases linearly with the modulation order 

[9].  

   This letter introduces a new family called Block Turbo Code 

Space Time Error Correcting Codes (BTC-STECC). This 

family combines the advantages of both of STECC and BTC. 

Also BTC-STECC overcomes the detection complexity 

problem as it involves the Alamouti Space Time Block Code 

in transmission and detection. BTC-STECC is a recent FEC 

scheme [10], [11]. BTC uses iterative SISO decoder using 

modified Chase algorithm [12],[13] to make use of complexity 

reduction in decoding stage provided by Chase algorithm. One 

of the main advantages of BTC is the interleaving stage. As 

the BTC performance is almost the same with different 

interleaving schemes [14] a simple block interleaver can be 

used.  
   BTC’s are very flexible in terms of performance complexity 

and code rate. Constituent codes can be mixed and matched to 

achieve desired code characteristics. They can support any 

block size, a very wide range of code rates from below rate 1/3 

to as high as rate 0.98. Code shortening enhances this 

flexibility. Turbo product codes provide excellent performance 

at high code rates and can offer a wide range of block sizes 

and code rates with change in coding strategy. Further, block 

codes have decoders that can operate at very high speeds 

 

   This letter is organized as follows. Part II presents the BTC-

STECCs construction. Part III describes the MIMO 

transmission model. Part IV deals with the corresponding 

receiver structure. Part V describes the performance on a 

Rayleigh block flat fading channel while part VI concludes the 

letter. 

II. DEFINITION 

A. Construction 

   A BTC-STECC is a space-time block turbo code able to 

correct errors due to transmission in fading channels. It is built 

on the principal of turbo codes and two linear forward error 

correcting codes. 

 In this letter, a parallel concatenation block turbo code with 

uniform interlacing is used. Let  and  be 

the two linear block codes used to construct the parallel 

concatenation block turbo codes where  denotes for the code 

length and  denotes the data dimension [14]. Each block is 

written row by row in a matrix of k1 columns and k2 rows. 

Each row is systematically encoded as block by adding (n1-k1) 

parity bits and each column is encoded as a block by adding 

(n2-k2) parity bits as shown in equation (1). 
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   The rate of parallel concatenation block turbo code is 

 
Where  is the code rate for code  and  is the 

code rate for code .In this letter we assume the two 

linear error correcting codes have the same parameters 

 then the parallel 

T 
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concatenation block turbo code will be denoted by  

and the code rate in (2)  and due to double transmission of 

information data bits it will be  

 
   The row encoder and column encoder output codewords are 

obtained using M-order binary to symbol converter then the 

transmitted symbols are transmitted to Alamouti STBC  to 

obtain the  transmission matrix  for    where  is 

number of transmitted antennas.  
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Where  , 
is
− denotes symbols obtained by M-ary 

Quadrature Amplitude Modulator (M-QAM) for row 

codewords and i
s denotes symbols obtained by M-QAM 

modulator for column codewords. The M-QAM modulator 

converts  bits of codewords into one symbol as  . The 

transmitted symbol matrix has dimension of  where 

  , and if  is not divisible by  we put zero 

padding at the end of the code matrix .  

Fig. 1.  Transmit Scheme for the  BTC-STECC with   

 

   The overall coding rate of BTC-STECC is equal to the 

coding rate of block turbo code 

 
 

B. Uniform Interleaving Vs Random Interleaving  

1) Principal of Interleaving: 

   Interleaving is a technique commonly used in 

communication systems to overcome correlated channel noise 

causing burst error or fading. The interleaver rearranges input 

data such that consecutive data are split among different 

blocks. At the receiver end, the interleaved data is arranged 

back into the original sequence by the de-interleaver. As a 

result of interleaving, correlated noise introduced in the 

transmission channel appears to be statistically independent at 

the receiver and thus allows better error correction 

 

2)  Performance: 

   One of the BTC advantages is that the performance of 

simple row/column interleaver is as good as random 

interleaving. This allows the use of simpler interleaving 

structure and reduces the system complexity [14]. 

 

III. TRANSMISSION MODEL 

 

   We consider a MIMO transmission with  transmit 

antenna and  receive antennas. We assume Rayleigh block 

flat fading channel (i.e. the complex channel matrix H is 

constant over  modulation symbols). The received signal is 

given by: 

 
where  is the  complex received matrix,  is the 

 complex transmit matrix, is the   complex 

channel matrix and  is the   complex AWGN matrix. 

Assuming a unitary average gain on each transmit-received 

antenna link, the signal to noise ratio (SNR) on each receive 

antenna is given by the following formula [8]  

 
where  is the energy per useful bit and is the noise. 

 

IV. RECEIVER STRUCTURE 

   The channel state information is supposed to be perfectly 

known at the receiver. For the BTC-STECC , the 

optimal receiver structure must find the K codewords 

 of  that minimize the distance 

. By doing so, it performs the detection and the 

decoding jointly; taking in consideration the advantage of 

Alamouti detection scheme. The process is divided into two 

successive operations: a detection stage and a decoding stage 

as shown in figure 2. 

 

Fig. 2.  Receiver structure with optimal detection for BTC  and  

receive antennas 

 

A. Space Time Decoding (Maximum Likelihood) 
1) Alamouti Soft Optimal detection: Using the familiar 

Alamouti STBC detector, the modulated symbols  

and can be easily detected. One of the advantages of 

Alamouti STBC detector is its low-complexity in detecting the 

data over STECC detector as it detects the transmitted 

symbols one by one using Alamouti Simple Receiver or 

Maximum Likelihood (ML) combining. It does not need all 

the FEC symbols. Alamouti Simple Receiver can be used for 

detection of the estimated received symbols using detection 

equations in [4]. i.e. At the receive antenna for  Alamouti 
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scheme, the received signals over two consecutive symbol 

periods, denoted by  and  for time  and  , 

respectively, can be expressed as 

 

 
where  and  are independent complex variables with zero 

mean and power spectral density  per dimension, 

representing additive white Gaussian noise samples at time  

and  , respectively. 

Assume the channel fading coefficients,  and , can be 

perfectly recovered at the receiver, the decoder will use them 

as the channel state information (CSI). Assuming that all the 

signals in the modulation constellation are equiprobable, the 

maximum likelihood decoder chooses a pair of signals 

 from the signal modulation constellation to minimize 

the distance metric 

 

 

 
where  is the received vector.  is the MIMO channel 

matrix at the time , with . over all possible 

values of  and . Substituting (8) and (9) into (10), the 

maximum likelihood decoding can be represented as 

 
where C is the set of all possible modulated symbol 

pairs , and  are two decision statistics constructed 

by combining the received signals with channel state 

information. The decision statistics are given by 

 

 
Substituting  and  from (8) and (9), respectively, into (12) 

and (13), the decision statistics can be written as, 

 

 

 

For a given channel realization  and , the decision 

statistics ,  is only a function of  , . Thus, 

the maximum likelihood decoding rule (11) can be separated 

into two independent decoding rules for  and , given by 

 
and                                                                                                                                                                                                                

 
Respectively. For M-PSK signal constellations, 

, are constant 

for all signal points, given the channel fading coefficients. 

Therefore, the decision rules in (8) can be further simplified to 

 
and                                                                                                                                                                          

 
 

This detector is called the maximum Likelihood detector [4]. 

The Log Likelihood Ratios (LLRs) and their approximations 

can be easily derived. 

 

2) Soft M-QAM Demodulator: As M-QAM modulator is 

used in the transmitter, it is needed to reconstruct the received 

bits using soft M-QAM. It extracts the received bits with its 

corresponding LLR values. These LLR values are used by 

SISO decoder to extract the information bits.  

For QPSK soft demodulation, the soft output of the decoder 

represents the log likelihood ratio (LLR) of the probabilities of 

a bit being zero and one. Therefore; 

 
where   is the probability of the bit being one. We can 

express the probability for estimated symbol  using the 

calculated Euclidean distance  

 
where  is the estimated symbol depending on the modulation 

technique. For QPSK modulation  , and is the 

statistic decision where . 

 
Fig. 3.  QPSK modulation signal constellation  
 

The Log Likelihood Ratio (LLR) for the bits in QPSK 

modulation technique could be written: 

 
and 



 

 35 

 
from (19) and (20) we can simplify the soft decision rules to 

be  

and  

 

 
Fig. 4.  16-QAM signal constellation 

For 16-QAM modulation  , and is the 

statistic decision where . 

 

 

  

For , the two bits and  are depending on  

such as  

 
and  

 
 

While   

 
and  

 
Similarly we can use the same method for 64-QAM soft 

demodulator depending on its signal constellation. 

B. Decoding  

1) Principle: Decoding stage is the bottleneck of BTC-

STECC, as it is responsible for the effect of BTC encoding 

before the transmission. As we transmit the information bits 

by two different codes, space and time. We use modified 

chase algorithm instead of MAP algorithm to reduce 

complexity of decoding process [14]. 

2) Chase Decoder: Chase decoder [13],[17] is one of SISO 

decoder for constituent codes. Upon receiving a soft decision 

vector  of length  for a given constituent block code, a 

binary vector  and a set of test patterns  are formed from 

the soft input vector in the Chase decoder. The forming of test 

patterns is performed by a Chase algorithm within the Chase 

decoder. A hard-input hard-output (HIHO) block decoder is 

used to decode each binary vector . If the HIHO 

decoder is successful the resulting codeword  from the hard 

decoding of  is saved in a set . In addition to each 

codeword in , an associated metric is saved, where the 

associated metric can be computed from the soft input, the test 

pattern and the resulting codeword. The modified chase 

algorithm is shown in Figure 5. 

 

 
Fig. 5.  Chase decoding algorithm 
 

   Figure 6 shows the SISO Chase decoder which is used to 

decode both of row codewords or column codewords. The soft 

output Chase decoder calculates the soft output for each bit  

in the received codeword based on two or more codewords in 

 and the associated metrics. One codeword is the best 

estimated D, which is practically found unless the set  is 

empty 

Modified Chase algorithm: 

Start  

Loading the observation data . 

Calculating the vector  with 

. 

Searching for the positions of the least reliable 

component of . 

Determining the codeword in . 

For  with  

   

= Binary decoding ( ) 

If  is a codeword, then  

: codeword in   associated with the 

smallest Euclidean distance.  

End 
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Fig. 6.  SISO Chase Decoder 

 

Figure 7 is a flow diagram of the process of examining the 

test patterns of chase decoder. Then the output of the examiner 

is applied to redundant codeword remover in order to reduce 

the number of probable codewords as shown in Figure 8. 

Figure 9 shows how the soft information is generated 

according to the minimum Likelihood distance. The soft 

output from the generator is applied to the extrinsic value 

estimator to evaluate the soft output value from the rule  

 
 Figure 10 shows the iterative SISO decoding using 

Modified Chase Algorithm.  

 

 
Fig. 7.  Test pattern Examiner Flow Diagram 

 

 
Fig. 8.  Redundant codeword remover flow diagram. 

 

 
Fig. 9.  Soft information generator flow diagram  
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Fig. 10.  Iterative SISO decoding using Modified Chase Algorithm 

 

 
Where  is the LLR value of SISO decoder,  the M-QAM 

demodulator soft output,   is the extrinsic information form 

row decoder, and  is the extrinsic information from column 

decoder.   

 

C. Complexity 

The main disadvantage of STECC is the M
K
 complexity of its 

receiver. The detection complexity increases linearly with the 

modulation order M, where K is the number of transmitted 

codewords [8]. While in BTC-STECC, because of using 

Alamouti simple receiver the complexity of the receiver 

equals to M
2
 and reduced to be 2M as we decode  the two 

received signals separately.   

V. SIMULATION RESULTS 

 

   Consider the BTC-STECC  with Rayleigh block 

flat fading channel constant over  modulation symbols  . 

The BER versus  at the output of the combiner stage is 

plotted is Figure 11. For  the performance of 

BTC-STECC is almost as the STECC performance [8]. For 

, the performance gets better with different  

of STECC. At a BER of  the improvement is  dB. At 

a BER of  the improvement is dB between the 

BTC-STECC and the STECC with  curves. STECC can 

not increase K as the complexity of the receiver gets higher 

and becomes not practical. 

   Figure 12 shows the performance of BTC-STECC in 

different fading channels, as  increases the performance of 

BTC-STECC becomes worst.  

   Figure 13 shows that the performance of BTC-STECC in 

Rayleigh fading channels with different  assuming the BTC 

codewords length is 256. Figure 13 shows that the 

performance of BTC-STECC is better than the STECC 

performance for different Rayleigh fading channels. 

   Figure 14 shows the performance of BTC-STECC with 

different number of iterations for Modified Chase Algorithm. 

Performance improves with increasing decoding iteration 

order. However, improvement in performance decreases with 

increasing number of iteration order and becomes insignificant 

for number of iteration higher than 5 for a BER of . 

   Figure 15 shows a comparison between 2x2 Alamouti 

scheme BTC-STECC with different modulation techniques. At 

BER equal to 10
-2
 QPSK modulation provides better 

performance over Rayleigh fading channel than 16 QAM 

modulation. The improvement provided QPSK modulation 

over 16 QAM modulation is about 3.5 dB. 

    

Fig. 11.  Comparison between STECC and BTC-STECC,  

QPSK,  

   

Fig. 12.  BTC-STECC BCH (15, 11) with different Rayleigh Fading Channel 

 
Fig. 13.  Comparison between STECC and BTC-STECC with Different 

Fading Channels 
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Fig. 14.  BTC-STECC [BCH (15, 7, 3)2] with Chase Decoding algorithm with 
different number iterations 

 

 

 
Fig. 15.  Comparison BTC-STECC [BCH (15, 11, 3)2]  with QPSK and 
16QAM modulation techniques 

 

Figure 16 shows a comparison between Alamouti simple 

receiver and maximum Likelihood (ML) detector for 2x2 

Alamouti scheme BTC-STECC. The performance of  ML is 

slightly better than the performance of Alamouti simple 

receiver. Therefore, we can use Alamouti simple receiver in 

space time decoding process in order to reduce the receiver 

complexity. 

VI. CONCLUSION 

   BTC-STECC introduced in this letter provides a good 

performance in different fading channels in comparison with 

STECC with less complexity detection and decoding stages. 

BTC-STECC uses the advantages of simplicity in detection of 

Alamouti STBC beside the advantages of block turbo codes 

good performance and less complex decoding. STECC 

depends on the FEC linear properties and correlation between 

received symbols to minimize the BER. BTC-STECC makes a 

simple decoder and shifts the process of detection and 

correction to the BTC-decoder which is less complex than 

STECC decoder. BTC-STECC decoder uses Chase decoding 

algorithm to detect and correct errors. Chase decoder is a sub-

optimal decoder, less complex than the MAP decoder and 

gives a good output performance nearly to the performance of 

optimal decoder. One of the drawbacks of BTC-STECC is its 

low rate compared with STECC.  

 

 
Figure 16: Comparison between Alamouti simple receiver and maximum 

Likelihood detector. 
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