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Abstract— Changing routes to avoid a link whose load is heavy 

reduces the traffic congestion in an Open Shortest Path First 

Traffic Engineering (OSPF-TE) network. The information of the 

maximum link load is monitored for maintaining routes. A node 

advertises the link information in the network when the link load is 

changed. The network controller, which is one of the OSPF peers, 

updates routing to reduce the congestion using the received 

information. This paper proposes a scheme to reduce the number 

of advertisements needed by the network to control routing. In the 

conventional scheme, every node in the network keeps all link 

information. Every time a link load is changed, the ingress node of 

that link advertises the updated link information due to the OSPF 

update mechanism. However, some advertised information is 

wasted since it may not be necessary for determination of the 

maximum link load. In the proposed scheme, only the link loads 

that lie within the predetermined top load set is kept at each node. 

Only the link information that is necessary for monitoring the 

maximum link load is advertised in the proposed scheme. Unlike 

the conventional scheme, which advertises the link information 

every time that the link load is updated, the proposed scheme 

creates advertisements only when really necessary for load 

control. Simulations show that the proposed scheme reduces the 

number of advertisements by at most 78% compared to the 

conventional scheme. The optimum number of ranks that achieves 

the minimum number of advertisements is found to be 11% of the 

number of links in the network. 

 
Index Terms—Link load, Network controller, Open shortest 

path first (OSPF) , Traffic engineering (TE) 

I. INTRODUCTION 

DOPTING an appropriate routing scheme can increase the 

network resource utilization and network throughput of 

Internet Protocol (IP) networks [1] – [6]. Realizing the goal of 

the optimum assignment of resources to traffic will allow 

additional traffic to be supported. It will also suppress network 

congestion and increases robustness against the traffic demand 

fluctuations, most of which are difficult to predict. One useful 

approach to enhance routing performance is to minimize the 

maximum link utilization rate, called the network congestion 

ratio, of all network links [7]. 

The OSPF traffic engineering (OSPF-TE) protocol [8], which 
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is an extended version of the standard OSPF [9], is employed in 

OSPF networks for the purpose of traffic maintenance [10]. In 

the OSPF-TE network, traffic engineering link state 

advertisements (TE-LSAs) are used to transfer link information. 

LSA of the standard OSPF consists of source node, destination 

node, and the link load [8], [7]. The TE-LSA will be called 

advertisement hereafter. Each node floods the advertisements 

over the links connected to it. Network topology and a table that 

keeps link loads are built based on the information in the 

advertisements. Advertisements are created and transmitted 

upon startup and when either the network topology or the link 

load is changed. 

An OSPF-TE network consists of a network controller and 

nodes, where the network controller is one of the OSPF peers in 

the network. The network controller is used to optimize routing 

in the network. When the network congestion ratio exceeds a 

specified value, the network controller determines the 

appropriate routes and establishes them in a centralized manner 

[7]. Route computation is performed using the advertised traffic 

demands so as to minimize the network congestion ratio [11]. 

In conventional schemes, such as [11], each node keeps the 

load information of every link in the network. An advertisement 

is issued every time a link load changes and the maximum link 

load is determined after the advertisement arrives at the 

controller. The controller uses the information of the maximum 

link load to avoid traffic congestion by setting routes 

appropriately. The updated information has to be advertised 

even though this information may not be needed to determine 

the maximum link load. We note that most advertisements are 

unnecessary, and waste a lot of bandwidth. If the link loads 

change frequently, the network can be overwhelmed by the 

advertisements. In addition, the controller has difficulty in 

determining the maximum link load. Therefore, the link 

utilization rate is reduced and the maximum link load may not 

be instantly determined. 

This paper proposes a scheme to reduce the number of 

advertisements required for controlling network routing. The 

scheme is called link load ranking (LLR). In LLR, link loads are 

ranked in decreasing order. The rank number, R, is a parameter 

that indicates the maximum number of loads kept in the ranking 

tables. Each node has a ranking table, which keeps link loads if 

they lie within the R set. Other link information is ignored. The 

link information in the ranking table is ordered in descending 
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order of link load. The link information with the highest link 

load occupies the first rank. An advertisement is needed only if 

the updated link information impacts the information in the 

ranking table. Otherwise, nothing is done and the ranking tables 

at all nodes remain unchanged. That is, a change in link 

information is not always advertised. The most appropriate 

value of R is investigated in terms of minimizing the number of 

advertisements. 

The remainder of this paper is organized as follows. Section 

II describes the conventional scheme. Section III presents the 

LLR proposal. Section IV shows the performance evaluation 

results. Section V summarizes the key points. 

II. CONVENTIONAL SCHEME 

Each node in the network, including the controller, keeps all 

link information. Upon initialization, every node advertises the 

information of all known links. Link (i,j) is denoted as a link that 

transmits traffic from node i to node j. Node i takes 

responsibility for advertising the information of the link since it 

is the ingress node; node j is the egress node for (i,j). Every time 

a link load is changed, the ingress node of that link advertises 

the updated link information. Upon receiving an advertisement, 

each node updates its link information. The updated information 

is then re-ordered. The information of the maximum link load is 

changed if the updated link has the highest load in the network. 

Otherwise, the information of maximum link load remains the 

same. With this scheme, the information of link changes is 

advertised with every change, although it may not be necessary 

for determination of the maximum link load. Therefore, the 

bandwidth consumed by this information is wasted [12]. 

Figure 1 shows an example to clarify the conventional 

scheme. The network consists of four nodes, nodes 1 to 4, a 

controller, and 10 links. Note that the link between the 

controller and node 1 is not considered because it is not 

intended for data transmission. The arrows represent link 

direction. (i,j) represents link identification (ID) with direction 

from node i to node j. The number on each arrow represents link 

load. For example, link load of (1,2), is 0.82, and link load of 

(2,1), is 0.98. The maximum link load in this network is 0.98, 

which is the link load of (2,1). 

If the link load of (3,4) is changed from 0.69 to 0.30, node 3 

creates an advertisement with updated link information of (3,4). 

A node that receives this advertisement re-orders the load table. 

The link information of (3,4) becomes the eighth entry in the 

table, and (2,3) and (3,1) are the sixth and seventh entries, 

respectively. The maximum link load, which is 0.98 from (2,1), 

does not change. The value of the changed link load is 

automatically advertised to update the load table of every node 

due to the standard update mechanism. In this example, most of 

the changes in link loads are not used to monitor the maximum 

link load in the network. 

III. PROPOSED LINK LOAD RANKING SCHEME 

The link load ranking (LLR) scheme, proposed here, reduces 

the number of advertisements. In LLR, every node keeps the 

link information in a table, called the ranking table. The ranking 

table consists of rank number, link ID, and link load. The 

maximum ranks (Rmax) held in the table is given. R is the number 

of ranks, where R ≤ Rmax and R = Rmax at the initial state. Only 

Rmax loads are kept in the table. The information is ordered in 

decreasing order of link load, from the highest to the lowest. 

The link load of the first rank is thus the maximum link load. 

When a link load in the network changes, the corresponding 

node creates an advertisement only if either of two conditions is 

satisfied. In the first condition, the new link load is higher than 

the lowest link load in the ranking table. In the second condition, 

the load of a link in the ranking table is changed. Otherwise, the 

node keeps silent. 

After each node receives the advertisements, the information 

in the ranking table is updated. Due to the table updating 

process, R may be decreased or increased. If the load of a link in 

the table falls under the lowest rank, R is decreased. Since this 

load is no longer a candidate for the maximum load, it is deleted 

from the table. Therefore, R is decreased. R is increased when 

both changed load is higher than that of the lowest rank and        

R < Rmax. The load of the changed link becomes a new candidate 

for determining the maximum load. Table updating can broken 
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(a) Network model. 
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(b) Load ranking table. 

 

Fig. 1.  Link information table in conventional scheme. 
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into three cases as follows, see Fig. 2. 

• Case 1: If the link is listed in the ranking table, and its 

new load is more than that of the lowest rank, the 

information of that link is updated. The table entries are 

then re-ordered. 

• Case 2: If the link is listed in the ranking table, and its 

new load is less than that of the lowest rank, the 

information of that link is deleted from the table. R is 

then decreased by one. The table entries are 

re-numbered as necessary. 

• Case 3: If the link is not listed in the ranking table, and 

its new load is more than that of the lowest rank, the link 

information is added to the ranking table. The 

information in the ranking table is then re-ordered. Only 

the top R entries are kept so R is increased by one only if 

R < Rmax. 

 

A node advertises its new link information if it detects one of 

the three cases. Otherwise, the node keeps silent and does 

nothing. 

Figure 3 shows an example of changes in R. It is assumed that 

Rmax is three. In the initial state, R is three. R remains three if 

next the load change matches case 1. R is reduced by one the 

load change matches case 2. If the change matches case 3 and    

R < Rmax, R is increased by one. Otherwise, R does not change. If 

R becomes zero, i.e. the ranking table has no entry, the system 

calls a reset and R is returned to three as in the initial state. 

With small R, the probability that the updated link 

information is related to the information in the ranking table is 

low. However, the probability of ranking table reset is high, and 

reset triggers a large number of advertisements. With large R, 

the probability of ranking table reset is low. However, the 

probability that the updated link information is related to an 

entry in the ranking table is high. Therefore, the number of 

advertisements is also large. For this reason, the Rmax that 

minimizes the number of advertisements should be adopted. 

The algorithm for LLR uses the following terms. 

r Rank index in the table, where 1 ≤ r ≤ R. 

ρ(i,j) Link load from node i to node j. 

ρnew(i,j) New ρ(i,j) if the link load of link (i,j) is changed. 

ρ(ir,jr) Link load of rth ranked entry from node ir to node 

jr, where ρ(i1,j1) is the top ranked entry, i.e. the 

maximum link load, and ρ(iR,jR) is the lowest 

ranked entry. 

A. Initialization 

• Step 1: All link details, including ρ (i,j), are advertised 

in the network. 

• Step 2: At each node, the received link information is 

ordered by ρ(i,j). 

• Step 3: The top R entries of ρ (i,j)s are kept. The other 

entries are dropped. 

• Step 4: The kept ρ(i,j)s are changed to ρ(ir,jr)s to 

indicate their rank. 

B. Action when ρ(i,j) is changed to ρnew(i,j) 

For each ρnew(i,j), if (i,j) is none of (ir,jr)s and the            

ρnew(i,j) ≤ ρ (iR,jR), do nothing. Otherwise, the link information 

of (i,j) is advertised in the network. After each node receives the 

advertisement, the following ranking process is performed. 

For each updated link information 

• Step 1: If R = 0, set R to Rmax, and repeat from step 1 in 

the initialization process. Otherwise, go to step 2. 

• Step 2: If (i,j) is one of (ir,jr)s and ρnew(i,j) > ρ(iR,jR), 

replace ρ(ir,jr) with the ρnew(i,j), where i = ir and j = jr, 

then go to step 5. Otherwise go to step 3. 

• Step 3: If (i,j) is one of (ir,jr)s and ρnew(i,j) ≤ ρ (iR,jR), the 

link information of (ir,jr), where i = ir and j = jr, is 

deleted from the ranking table, decrease R by one, and 

go to step 7. Otherwise, go to step 4. 

• Step 4: Add link information of ρnew(i,j) into the ranking 

table, and increase R by one if R < Rmax. 

• Step 5: Re-order the link information by ρ(ir,jr)s and 

added ρnew(i,j)s (if available). 

• Step 6: The top R entries are kept. The others are 

dropped. 

• Step 7: Retag ρnew(i,j)s to ρ(ir,jr)s. 

Figure 4 shows an example of how LLR works. The network 

topology is the same as that in Fig. 1. Rmax is set to three. In the 

initial state, each node advertises its own (as ingress node) link 

loads. After each node receives the link loads, a ranking table is 

built with R = 3. It is determined that the maximum link load is 

0.98 from (2,1), the second highest link load is 0.86 from (3,2), 

and the third highest link load is 0.82 from (1,2). Each node 

keeps the same ranking table. 

If the link load of (4,2) changes from 0.22 to 0.50, no 

advertisement is issued since the new link load is less than the 

lowest link load entry, which is 0.82. Therefore, node 4 keeps 
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Fig. 2. Three cases. 
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silent. 

If the link load of (2,1) changes from 0.98 to 0.84, node 2 

detects case 1 and thus advertises the link information of (2,1). 

After each node receives this information, the information in the 

ranking table is updated and re-ordered since the new link load 

is higher than the lowest link load entry, which is 0.82. (3,2) and 

(2,1) become the first and second entries, respectively, while 

(1,2) remains the third rank. 

If the link load of (2,1) changes from 0.98 to 0.70, node 2 

detects case 2 and thus advertises the link information of (2,1). 

After each node receives this information, R is decreased from 

three to two and the link information of (2,1) is deleted from the 

ranking table since the new link load is less than the last entry, 

which is 0.82. The entries in the ranking table are re-ordered. 

(3,2) and (1,2) become the first and second ranks, respectively. 

If the link load of (2,1) changes from 0.98 to 0.70 while R is 

one, case 2 is again indicated and node 2 advertises the 

information of (2,1). However, after each node receives this 

information, R is decreased from one to zero. The node 

determines that R has become zero and so issues a table reset. 

This forces all nods to advertise their current link information, 

as in the initial state. R is thus reset to three. 

If link load of (4,2) changes from 0.22 to 0.84, case 3 is 

indicated and node 4 advertises the link information of (4,2). 

This information is added to each ranking table. The entries in 

the ranking table are re-ordered. Only the top three entries, (2,1), 

(3,2), and (4,2), are kept and the other, (1,2), is dropped. 

If the link load of (4,2) changes from 0.22 to 0.90 while R is 

two, (2,1) and (3,2), case 3 is indicated and node 4 advertises 

the link information of (4,2) because the new link load of (4,2) is 

higher than the last entry, which is 0.86. This information is 

added into the ranking table and the ranking table entries are 

re-ordered. In this case, the table is fully populated so all entries, 

(2,1), (4,2), and (3,2), are kept. 

C. Optimum Rmax 

Our goal is to minimize the number of advertisements by 

employing the optimum value of Rmax. Let P be the probability 

that a link load changes in the network. The number of links in 

the network is defined as L. The range of Rmax is 1 ≤ Rmax ≤ L. 

The ratio of the number of advertisements to the number of links 

whose loads change is denoted as θ(P,Rmax). The optimum Rmax 

that minimizes θ(P,Rmax), 
optRmax

, is defined as 

( ).,minarg max
1

max
max

RPR
LR

opt θ
≤≤

=  (1) 

IV. PERFORMANCE EVALUATION 

The performances of LLR were evaluated via computer 

simulation of the US IP backbone network topology [13], 

NSFNET [14], and European optical network (EON) [15]. The 

US IP backbone network topology consists of 24 nodes with 43 

bidirectional connections so there are 86 links, as in Fig. 5(a). 

NSFNET topology consists of 14 nodes with 21 bidirectional 

connections so there are 42 links, as in Fig. 5(b). EON topology 

consists of 19 nodes with 38 bidirectional connections so there 

are 76 links, as in Fig. 5(c). 

The simulation assumed that an advertisement from the node 

farthest from the controller reaches the controller within one 

time slot. The simulation was run for 10,000 time slots. The link 

load changes were decided by setting parameter P, the 

probability of a link load change. 

Figure 6 shows the performances of LLR and the 

conventional scheme in terms of advertising ratio, which is the 

ratio of the number of advertisements to the number of changed 

links, in different network topologies. In the conventional 

scheme, with R = Rmax, the advertising ratio is 1.0 because the 

link information is advertised every time that a link load is 

changed. For LLR, Rmax was varied from one to the number of 

nodes in the network. The advertising ratio rapidly decreases as 

Rmax is increased when Rmax is less than ten, five, and nine in the 

US IP optical network, NSFNET, and EON topologies, 

respectively, for every P, and then increases. The reason is that 

the ranking table is often reset if Rmax is small. However, the 

ranking table is more likely to hold the changed link if Rmax is 

large. The optimum values of Rmax are ten in the US IP backbone 

network (86 links), six in NSFNET (42 links), and nine in EON 

(76 links). From these observations, all the optimum values of 

Rmax are 11% of the number of links in our examined networks. 

This value yields 78%, 67%, and 75% reduction in the number 

of advertisements, in the US IP backbone network, NSFNET, 

and EON, respectively, compared to the conventional scheme. 

We investigate how often the ranking table is reset depending 

on Rmax to analyze the results in Fig. 6. A table reset ratio is 

defined as the ratio of the number of table resets to the number 

of measured time slots. Figure 7 shows the table reset ratio in 

different Rmaxs. In every topology, the table reset ratio is the 
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(a) Network Model. 
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(b) Load ranking table. 

 

Fig. 4. Ranking table in LLR.  
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highest when Rmax is one. It dramatically decreases with Rmax in 

small Rmax, and slightly decreases with Rmax in large Rmax. With 

the same Rmax, the table reset ratio with high P is higher than that 

with low P. This is because the link load is easier to be changed 

with high P than low P. Therefore, the table reset with high P is 

more likely to occur than that with low P. It notes that the 

advertising ratio in Fig. 6 with small Rmax is high, because the 

table reset ratio between Rmax = 1 and the optimum Rmax, as 

shown in Fig. 7, is high. 

We confirm the LLR scheme using several network 

topologies. The results are similar in every topology. 

V. CONCLUSIONS 

A link load ranking (LLR) scheme was proposed to reduce 

the number of advertisements needed by an OSPF-TE network 

to control routing. The controller determines the maximum link 

load from the received advertisements, and uses this 

information to avoid traffic congestion by setting routes 

appropriately. In the conventional scheme, each node in the 

network, including the controller, keeps all link information. 

Every time a link load is changed, the ingress node of that link 

advertises the updated link information. Some advertisements 

may waste the bandwidth since they may not be necessary for 

determination of the maximum link load. In LLR, each node 

keeps only a predetermined number of link loads instead of 

keeping all links as in the conventional scheme. Only link 

information that impacts the determination of the maximum link 

load is advertised by a ingress node of the link whose load 

changes. Otherwise, no advertisement is needed. As a result, 

LLR generates far fewer advertisements than the conventional 
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(a) US IP backbone network topology. 
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scheme, which creates an advertisement every time a link load 

changes. A computer simulation showed that LLR generates at 

most 78% fewer advertisements if each node holds a maximum 

of 11% of link loads. 
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(a) US IP backbone network topology. 
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(b) NSFNET topology. 
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(c) EON topology. 

 

Fig. 7. Table reset ratio at different maximum entry numbers.  
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