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Abstract— This paper proposes a link utilization estimation 

scheme based on Round-Trip Time (RTT) measurement with 

consideration of the processing delay jitter and practical timer 

granularity. In a previous work, RTT measurements are used to 

estimate link utilization from a probability distribution of the 

minimum RTTs on a link where the RTT variation is considered 

to be caused by only queuing delay. However, the original 

RTT-based scheme has problems with the two factors of 

processing delay jitter and actual timer granularity.  The first 

problem is that processing delay jitter is only one cause of RTT 

variation. The observer cannot differentiate the impact of queuing 

from that of processing. The second problem is that measuring the 

minimum RTT is difficult if the timing accuracy is of the order of 

micro-seconds because an observer cannot determine whether an 

RTT value is minimum or not. The proposed scheme, which 

extends the previous scheme, identifies and eliminates the effects 

of processing delay jitter and estimates the probability of the 

minimum RTT with micro-second order timer granularity. The 

former is achieved with division by an appearance probability 

value of the processing delays at the ingress and egress nodes of a 

targeted link from the estimated RTTs on the target link. To 

realize the latter, the proposed scheme sets a suitable range from 

estimated RTTs on a target link. Experiments show that the 

proposed scheme effectively eliminates the jitter effects under low 

load with a 0.2 reduction in deviation from the true value. 

Index Terms—link utilization, round-trip time, active 

measurement, processing delay jitter, timer granularity, timer 

jitter. 

 

I. INTRODUCTION 

INK utilization, which is the ratio of total traffic passing 

through the link to the link capacity, is a key indicator for 

detecting network congestion, or judging that link capacity is 
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sufficient to ensure that the communication quality will meet 

the customer's requirements [1], [2]. The network operators 

should by observe link utilization continuously or at very short 

intervals to control communication quality. If they find that link 

utilization of a targeted link is higher than a specified value, 

they should reroute traffic flows, or increase link capacity, to 

avoid network congestion. There are two approaches to 

estimating link utilization: passive measurement and active 

measurement.  

 The operators do not transmit any probe packets in the 

passive measurement approach, so traffic passing though the 

link is not affected by the measurement. Traffic information is 

directly collected from each node on the link by using, for 

example, the Simple Network Management Protocol (SNMP) 

[3].This approach measures the link utilization in an accurate 

manner and frequently or constantly measures it. However, it is 

not always possible for observers to collect the information 

because of administrative restrictions. 

 In the active measurement approach, network performance 

is estimated by sending probe packets from a source host to 

other nodes on the targeted path. Active measurement 

techniques include Train Of Packet Pair (TOPP) and Self 

Loading Periodic Stream (SLoPS) [4]-[9]. TOPP sends 

sequential packet pairs on the path at increasing rates [4]-[6],. 

Based on the relationship between the sending and receiving 

rates of the different packet pairs, the observer can estimate the 

available bandwidth of a bottleneck link, i.e. the smallest 

available bandwidth on a path. 

In SLoPS, the source host sends periodic streams over the 

path at several constant rates [7]-[9]. If the rate is higher than 

the available bandwidth, the one-way delay variation of 

received packets tends to increase. The available bandwidth of 

the bottleneck link is estimated by analyzing the interval of 

probing stream packets received at the observer host. In 

addition, these techniques are not to estimate bandwidth, but to 

estimate available bandwidth. In order to determine link 

utilization, it is necessary to estimate path bandwidth in 

advance [10]. The advantage of the active measurement 

approach is that the observer can estimate link utilization 
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without accessing nodes. In other words, observers do not face 

any administrative restriction. However, both the TOPP 

method and SLoPS send probing packets over the path, at rates 

temporarily greater than the available bandwidth. This causes 

overloading making continual or frequent measurements 

infeasible. 

We presented the first scheme to estimate link utilization by 

measuring RTT in [11], [12]. In our previous work, link 

utilization is obtained from the probability of the minimum 

RTTs on a link where RTT variation is caused by only queuing 

delay. This scheme measures two RTTs from a source host to 

both end nodes of a targeted link to obtain their probability of 

minimum RTTs. The link utilization rate is estimated by the 

measured RTT values. The advantage of this scheme is that 

measurements do not cause any overload because the probe 

packets can be small. This scheme assumes that queuing delay 

is variable but the other delay factors such as processing delay 

are fixed. In addition, timer granularity must be of the 

nano-second order to determine the minimum RTTs. 

 However, in applying the scheme to real networks, an 

observer faces problems in trying to offset the effects of 

processing delay jitter and large timer granularity. The former 

causes RTT variation and the observer cannot separate the 

delay caused by queuing from that by processing. The latter 

complicates the measurement of minimum RTTs. Required 

timer granularity is 256 [nsec] when the minimum Internet 

Protocl (IP) packet size is 32 [bytes] (Link capacity is 1 

[Gbit/s]). To estimate link utilization in giga-bit networks, 

nano-second order timer granularity is required to determine 

whether RTT is minimum or not. Thus, measurement 

applications running on the current kernel have great difficulty 

in measuring the minimum RTTs accurately. 

 This paper is an enhanced version of our previous work in 

[11], [12]. This paper proposes a link utilization estimation 

scheme that takes into consideration the processing delay jitter 

and available timer granularity that is practical given current 

networks and equipment. The proposed scheme eliminates the 

effects of processing delay jitter and estimates the probability 

of the minimum RTT with micro-second order timer 

granularity. The effects of processing delay jitter are eliminated 

through the use of an appearance probability value of the 

processing delays at the ingress and egress nodes of the targeted 

link from the estimated RTTs on the target link. To estimate the 

actual minimum RTTs with micro-second order timer 

granularity, the proposed scheme sets a suitable range from 

estimated RTTs on the target link. Experiments show that the 

proposed scheme is effective under low loads with reduction of 

0.2in deviation from the true value. 

The remainder of this paper is as follows: Section II explains 

link utilization without processing delay jitter. Section III 

discusses how the proposed scheme eliminates effects of the 

jitter. Section IV discusses timer granularity problem in current 

networks. Section V describes our experiments the proposed 

scheme and the results in the experiment network. Finally, 

Section VI summarizes this paper. 

 

 

 Fig. 1. Network model for one-way delay. 

  

II. LINK UTILIZATION WITHOUT PROCESSING DELAY JITTER 

When a packet passes through a node, it is delayed. The 

one-way delay from one node to the next node on the link under 

test (LuT) consists of fixed and variable components, see 

Figure 1. Delay  ( ) for packet i is expressed by, 

 

 ( )        ( )    (1). 

 

    includes fixed delays for forwarding and switching, 

serialization/de-serialization, and propagation.    is a constant 

value, which is independent of i, as long as the route of each 

packet is not changed.    ( ) is caused by queuing at the ingress 

node, where a packet has to wait before being transmitted to the 

output port. 

 Link utilization is estimated by using the delay probability 

distribution for LuT from the ingress node to the next node; 

note that the queuing delay at the neighboring node is not 

included. 

 Queuing delay is measured by sending probe packets from 

the ingress to the neighbor hop node through the link. When the 

queue at the ingress node is empty, there is no queuing delay, 

i.e.,    ( )   . In this case, the observer measures the 

minimum delay, which is defined as              ( ). If the 

observer focuses on the instantaneous time, where    ( )   , 

the link is not utilized. On the other hand, if the queue is not 

empty, the delay for a packet passing through the link is varied 

by queuing. The measured delay is larger than     , where  

(   ( )   ). At this moment, the link is utilized. Let  ( ) be 

the probability distribution function with 

 

     ( )            (2) 

 

     , the probability of minimum RTT, is defined by 

 

       ∫  ( )
  

 
      (3) 

 

 In this equation,    is a small insignificant value. 

 The link utilization, which is denoted as U is the probability 

that the queue is occupied by at least one packet, in other words, 

   . Let the number of probe packets whose delay is      be 

    , and the number of probe packets whose delay is larger 
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than      be     . U is obtained by, 

 

U = 1 -      =  1  - 
      

             
.  (4) 

 

A. Network  Models 

To estimate the link utilization expressed in Eq.(4), 

conventional scheme measures the RTTs of many probe 

packets, as shown in Figure 2, instead of measuring one-way 

delay [11], [12]. This is because the measurement of one-way 

delay requires the strict time and clock synchronization of the 

two nodes. In general, queuing occurs at both ingress and 

egress nodes, as shown in Figure 2. The network model of 

Figure 2, employs the ping mechanism as specified in the 

Internet Control Message Protocol (ICMP) [13]. 

 
Fig. 2.  Network model for RTT. 

 

B. Procedure 

The scheme proceeds in three steps; measurement of RTT, 

estimation of the probability of minimum RTT, and estimation 

of link utilization [11], [12]. 

 

RTT Measurement 

  An observer at the source host measures the RTTs to both 

end nodes of the LuT at the same time and gathers enough 

RTT-data to allow the probability distribution functions of RTT 

from the source host to both end nodes to be determined with 

sufficient accuracy.  

 

 
Fig. 3.  Various RTTs on the path 

 

As shown Figure 3, the observer obtains  ( ) and  ( ) as 

the probability distribution functions of RTTs from the source 

host to node 2 and node 3, respectively  ( ) is the probability 

distribution function of RTT, x, from node 2 (ingress node), to 

node 3 (egress node), of the LuT, where  ( )  can not be 

measured directly.      is the probability that the RTT from 

the ingress node to the egress node on the LuT takes the 

minimum delay. 

 

Estimation of probability distribution function 

 ( )  is estimated by  ( )  and  ( )  which are directly 

measured.      is the product of      and     , where      is 

expressed by, 

 

                    (5) 
 

     in Eq.(5) is the probability that the RTT measured from a 

source host to an egress node of the target link takes the 

minimum value.      in Eq.(5) is the probability that the RTT 

measured from a source host to an ingress node of the link takes 

the minimum value.      in Eq.(5) is the probability that the 

RTT measured from an ingress node to an egress node of the 

link takes the minimum value. 

 By using Eq.(5),      which is not directly measurable, is 

obtained by, 

 

      
    

    
    (        )     (6) 

 

Estimation of probability distribution function 

 The observer is able to estimate the link utilization by using 

    . Let  ( )  and  ( )  be the probability distribution 

functions of the one-way delay in the forward and backward 

directions, respectively (Figure 4).      is given by      and 

    , 

 

                     (7) 
 

Because of queueing delay in the backward direction, 

 ( )    . So,  ( )    ( ). By using Eq. (3) and   ( )   
  ( ), the upper bound of U  is obtained as, 

 

        .   (8) 

 

If there is no queueing delay in the backward direction, q(0) = 

1. Thus,  ( )     ( ). 
By using Eq. (3) and   ( )     ( ), U is obtained by, 

 

         .   (9) 
 

 
Fig. 4.  OWDs and RTT on the LuT 

 

III. PROPOSED SCHEME WITH REVISION 

Real networks exhibit processing delay jitter; in other words, 

the processing delay at network nodes is not constant. Figure 5 

shows measured RTT under no load. No load means that the 

RTT delay variation is caused only by processing delay. The 

fluctuation in measured RTT is about 0.1 [msec]. If there is no 
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processing delay jitter, RTT is constant value under no load. 

The jitter impacts the estimation accuracy because the observer 

on the source host can not determine whether the RTT delay is 

due to processing or queuing. Thus, a procedure to eliminate 

the jitter is required. 

 

Fig. 5.  Histogram of RTT under no load. 

 

 The basic procedure is the same as that of the previous work; 

measure RTT, estimate the probability of minimum RTT, and 

estimate link utilization. In estimating the link utilization, the 

processing delay jitter is revised from estimated RTTs on the 

target link. 

 Due to the jitter, the observer cannot determine the actual 

probability of minimum RTT. Accordingly, the proposed 

scheme requires integration of the RTT's delay distribution 

function in a certain range size is required. In short, we obtain 

the cumulative frequency of the probability in each range. The 

apparent probability of minimum RTT,     
 , is defined by 

estimated RTT   ( )  (   ( )  is estimated by   ( )  and 

  ( ). 
 

    
  ∫   

  

 
( )  . (10) 

 

Revised Procedure for Processing Delay 

    
  is the product of     

    
 and     

   
. Figure 6 shows the 

link model with processing delay.     
    

 is the appearance 

probability of minimum value of processing delay on the two 

nodes.     
   

 is the appearance probability of the minimum 

value of the queueing delay. Thus measured probability of 

minimum RTT,     
  is expressed by, 

 

    
        

    
     
   
      (11) 

 

 
Fig. 6. Link model with processing delay. 

 

Revised utilization     is expressed by, 

 

              
   
  (12) 

 

From Eq.(11),     
  =      

   
    
    

⁄ , so     is rewritten as, 

 

          
    
 

 
   
      (13) 

 

By using Eq.~(5),     
  is estimated from measured     

  and 

    
 , 

          
    
 

    
   

   
      (14) 

 

 

Thus, revised utilization     is obtained by     
    

. 

 

Measuring for Processing Delay  

To measure just the processing delay at network nodes, the 

no-load condition, i.e. queuing delay is zero, is needed. In the 

proposed scheme, the probability of the minimum processing 

delay is required to revise the processing delay jitter. The 

processing delay jitter can be measured by an experiment. An 

observer prepares two routers and measures RTT from an 

ingress router to an egress router. The observer takes the RTT 

to represent processing delay jitter. To achieve high revision 

accuracy, the observer should repeat the measurements on 

several different routers. 

IV. TIMER JITTER AND TIMER GRANULARITY 

The packet arrived time can not to be measured accurately 

due to two issues: timer jitter and timer granularity at the 

observer host. 

 First, we explain the issue of timer jitter. Timer jitter is 

triggered when a NIC (Network Interface Card) transfers 

packets to the operating system (OS) and when the OS passes a 

process right to a timer process. Therefore, the delay variation 

measured by the timer process is not always equal to that of the 

actual arrival time at an NIC. Suppose that the packet arrival 

time at an NIC is 800 [nsec], and the delay jitter range is from 

10 to 100 [nsec].  The recorded time range runs from 810 [nsec] 

to 900 [nsec]. In the case that there are multiple packets that 

have 800 nano-second delay, the recorded histogram might 

look like that in Figure 6 (a). The number of minimum-delay 

packets measured by the timer process is smaller than the 

number of minimum-delay packets arriving at the NIC. 

 The other problem is the timer granularity at the observer 

host. The larger the timer granularity is, the less accurately the 

arrival time can be measured by the timer.  Consider two 

packets at an NIC. One packet has 1000 [nsec] delay. The other 

has 1400 [nsec] delay. However, if the timer granularity is of 

the order of  1 micro-second, the measured time of each packet 

becomes 1 [msec]. Therefore, as shown in Figure 6 (b), packets 

that arrive at different times have the same recorded arrival 

time. 
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Fig. 6. An example of timer jitter and timer granularity 

 

 The issues of timer jitter and timer granularity are 

independent, but both affect the measurement accuracy (see 

Figure 7). Thus, due to the jitter and the granularity, the packet 

arrived time cannot be measured accurately. 

 

Fig. 7. Effects of timer jitter and timer granularity 

 

 To determine the minimum RTT accurately, the timer 

granularity is desired to be of the order of nano-seconds. 

Note:Effects of the timer jitter at the observer host can be 

roughly eliminated (see Section III). Complete removal of the 

jitters effects is difficult because of the impact of timer 

granularity on measurement accuracy. Figure 8 shows an 

example of measured RTTs with ideal timer granularity. The 

gap between minimum RTT and non-minimum RTT equals the 

queuing time of the probe packet. The required granularity is 

256 [nsec] when probe packet size is 32 [bytes] and link 

capacity is 1 [Gbit/s]. 

 In the experiments, however, timer granularity is of the 

order of micro-seconds, so the observer cannot exactly 

determine the bunned probability of the minimum RTTs. 

Figure 9 shows an example of measured RTTs with practical 

timer granularity. The minimum RTTs overlap the 

non-minimum RTTs because the minimum RTTs are perturbed 

by the large timer granularity. A small range cannot pick up all 

values of the minimum RTTs. In contrast, a large range picks 

up not only values of the minimum RTTs but also values of the 

non-minimum RTTs. We want to find the effective range in 

Figure 9 and determine the desired range   so that the 

accuracy can be maximized considering possible parameters. 

The highest accuracy is realized in the desired range. 

According to Eq.(10), non-exact values of minimum RTTs (due 

to excessively small or large ranges) degrade the accuracy. 

 

Fig. 8. An example of measured RTTs under ideal timer 

granularity 

 

Fig. 9. An example of measured RTTs under practical timer 

granularity 

 

V. EVALUATION 

We evaluated the estimation accuracy of link utilization on 

the network as shown in Figure 10 and Figure 11. Table I shows 

the details of each node. All Network Interface Cards (NICs) 

use Transmission Control Protocol (TCP) segmentation 
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offloading, along with IP, TCP and User Datagram Protocol 

(UDP) checksum offloading. In checksum offloading, NIC 

hardware calculates the checksum of packet headers to reduce 

the loads imposed on the operating system. 

 In Figures 10 and 11, among the two links through which 

cross traffic passes, link 3-4 was set to be the bottleneck, the 

one with the smallest available bandwidth on the path, its 

cross-traffic load was set to 0.5, 0.6, 0.7, 0.8 or 0.9. Link 2-3 

was set to the non-bottleneck link with fixed load of 0.3. Load 

is ratio of traffic rate to link capacity. Node 1 was set to the 

source host and the observer sent probe packets to node 3 and 

node 4. Request and reply packets were 32 [bytes] long. 

Packets of cross traffic were generated by Iperf [14]. One cross 

traffic stream rate is 50 [Mbit/s]; packets are generated at a 

constant interval. The stream is UDP and datagram size is 1470 

[bytes]. In Figure 11, the total data rate of cross traffic streams 

to node 4 was 100 [Mbit/s], and the total data rate of non-cross 

traffic streams to the node was set to 400, 500, 600, 700, and 

800 [Mbit/s]. 

 Sending interval of request packets was set to 10 [msec]. In 

this experiment, backward traffic was set to zero to evaluate the 

basic characteristics of the proposed scheme, i.e. link utilization 

is fully specified by Eq. (14). 

 

Fig. 10. Topology with traffic pattern 1 

 

Fig. 11. Topology with traffic pattern 2 

 

Table I. Detail of nodes. 

OS (Kernel) Linux Ubuntu Server 10.04 

(2.6.32-24-generic-pae) 

CPU AMD Phenom(TM) II X6 1090T 

Processor 3.2 GHz 

NIC Intel(R) Gigabit ET2 

Dual Port Server Adapter 

 

Apparent probability of minimum processing  

 The apparent probability of processing delay is obtained by 

measuring RTT under the no load condition. Figure 5 plots the 

probability of processing delay. Eq.(10) and Figure 5 indicate 

that     
    

 changes with range   . Table II shows the values of 

    
    

 in each range in Figure 5. 

 

 

 

Table II. Values of      
    

 in each range. 

Range    Values of     
    

 

0.02 0.067 

0.05 0.386 

0.10 0.991 

0.20 1.000 

 

Estimation accuracy of link utilization 

 Let      be the actual link utilization. Let      be the link 

utilization estimated by the proposed scheme or the original 

scheme. The deviation between      and     ,  , is defined by, 

 

  = |            |. (15) 

 

Figure 12 shows  s with the revised and original schemes 

under traffic pattern 1.    was set to 0.05 [msec]. The revision 

in the proposed scheme is effective at low loads since   was 

reduced by 0.2. In contrast, the revision is not effective at high 

loads. This is because the processing delay jitter significantly 

impacts the probability of minimum RTTs at low loads. The 

average    at high load (         ) is smaller than that at low 

load. At high loads,   is under 0.1. This is because 

    
 becomes small value due to the strong effect of queuing 

delay at high loads.  

Figure 13 shows  s with the revised and original schemes 

under traffic pattern 2. It shows the same results as Figure 12.  

 

 
Fig. 12. Estimation accuracy under traffic pattern 1 (   is 

0.05 [msec]). 

 

 
 Fig. 13. Estimation accuracy under traffic pattern 1 (   is 

0.05 [msec]). 
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Figure 14 shows the relationship between   with the 

proposed scheme and range size    under traffic pattern 1. In 

this relationship, we want to find the effective range in Figure 9. 

The desired range    determined so that the the accuracy to 

estimate the probability of the minimum RTT can be 

maximized considering possible parameters. The highest 

accuracy is realized in the desired range. In most cases, the 

average of   is smallest when    lies in the range of 0.05 to 0.2 

[msec].   shows worse result when range size exceeds 0.3 

[msec]. This is because large range sizes pick up many 

minimum RTTs and      
  is no longer exact yielding 

inaccurate      estimations. Also,   degrades when range size 

is 0.02 [msec]. The reason is as follows: small    can not pick 

up all minimum RTTs and     
  is no longer exact yielding 

inaccurate     estimations. The deviation between revised 

utilization and actual utilization worsens as the accuracy 

degrades.  

 Figure 15 plots the relationship between   with the 

proposed scheme and each range    under traffic pattern 2. 

This result is similar to that in Figure 10. In most cases, the 

average of   is smallest when    lies in the range 0.05 to 0.1 

[msec].   degrades when range size exceeds 0.3 [msec] or is 

under 0.02 [msec]. 

 

Fig. 14. Relationship between   and    under traffic pattern 1. 

 

 Fig. 15. Relationship between   and    under traffic pattern 2. 

These results show that the proposed scheme estimates link 

utilization with an accuracy of 10\% at high loads and the 

revision made to handle low loads is effective with 0.2 

reduction in deviation from the actual value. In addition, the 

size of    effects estimation accuracy and results show that 

suitable    values run from 0.05 to 0.1 [msec]. 

 

VI. CONCULUSION 

This paper has proposed a link utilization estimation scheme 

based on Round-Trip Time (RTT) measurements with 

consideration of processing delay jitter and practical timer 

granularity.  

 Link utilization is obtained by determining the probability of 

the minimum RTTs on a link when the RTT variation is caused 

by only queuing delay. The original scheme measures two 

RTTs from a source host to both end nodes of the targeted link 

to obtain their probabilities of minimum RTTs. The link 

utilization rate is estimated by the measured RTT values. This 

scheme assumes that queuing delay is variable while the other 

delay factors such as processing delay are fixed; timer 

granularity is nano-second order to determine the minimum 

RTTs.  

However, real networks exhibit processing delay jitter and 

large timer granularity. Processing delay jitter is another source 

of RTT variation, and the observer cannot determine whether 

delay is caused by queuing or processing. Measuring the 

minimum RTTs is difficult with the current kernel because its 

timer granularity, of the order of micro-seconds, does not allow 

accurate RTT classification as minimum or non-minimum 

delay values.  

 The proposed scheme eliminates the processing delay jitter 

and estimates probability of the actual minimum RTT even 

though timer granularity is of the order of micro-seconds. The 

proposed scheme eliminates processing delay jitter with 

division by an appearance probability value of the processing 

delays at the ingress and egress nodes of the targeted link from 

the estimated RTTs on the target link. To estimate the minimum 

RTTs with timer granularity of micro-second order, the 

proposed scheme sets a suitable range from estimated RTTs on 

the target link. Experiments have shown that the proposed 

scheme effectively eliminates the jitter at low loads with 

micro-second order timer granularity.. 
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