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Abstract—Mobile clinical applications designed for 

electronic medical record exchange depends on messaging 

protocols for reliable delivery of critical healthcare data. 

However, delivery of duplicate messages by these protocols 

in volatile communication environment often results in 

irrecoverable medical errors. The methodologies to solve 

the message duplication problem presented in different 

areas such as artificial intelligence, network protocols, 

software architecture, and message specifications address 

the re-transmission issue by TCP/IP in wired networks. 

They do not address wireless network issues explicitly. 

This paper presents a protocol that not only guarantees 

exact delivery but also checks the validity of messages to 

avoid duplication and assure exactly once medical record 

delivery in mobile communication environments. 

 

Index Terms— Electronic Medical Record , Electronic Health 

Record , Mobile Agent, Migration, Communication Protocol, 

Health Level 7  

 

I. INTRODUCTION 

The increasing awareness of medical errors and the need for 

better care delivery has raised a demand for electronic access 

to the health records from anywhere at any time for immediate 

decision-making and selection of a treatment by both the 

patients and the healthcare service providers [1][2]. A 

Canadian study completed in 2004 has identified that between 

9,000 and 23,000 Canadians die each year in hospitals from 

preventable adverse events [3]. This study also shows that 

68% of such errors are due to delay in medical diagnosis and 

its side effects [4][5]. The wide implementation of electronic 

health record (EHR) systems address this problem by enabling 

instant access to patients’ records electronically. Instant access 

to EHR requires appropriate data communication system that 

assures reliability and security of the data exchanged. Different 

asynchronous communication systems such as electronic mail 

(e-mail), instant messengers, and synchronous data access 

systems such as electronic medical record (EMR) systems, 
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clinical application systems are used by healthcare 

professionals for information exchanges. These systems are 

implemented in a fixed network environment and operated 

using desktop computers. With evolving mobile 

communication technologies, to further increase the efficiency 

of healthcare services, reliable data communication systems 

for instant access of EHR using mobile devices will be 

appropriate and advantageous. 

One of the key challenges of mobile clinical systems that 

enable instant data access to the EHR is the valid and accurate 

delivery of the EHR content. In general, clinical systems 

developed for medical data exchange depend on the 

communication protocols for reliable data delivery.  Many 

clinical systems transmit data using the proficient and widely 

used TCP/IP protocol for reliable data transmission [22]. 

However, in a wireless environment, TCP misinterprets 

interruptions during transmission such as delay (due to link 

disconnection or signal fading) as congestion. As a congestion 

control policy, TCP applies retransmission mechanisms to 

restore the data flow, but often delivers duplicate or multiple 

copies of a message [23]. Hence, a supportive protocol over 

TCP/IP is required to prevent message duplication during 

mobile data transmission.  

II. MOBILE CLINICAL COMMUNICATION  

Mobile clinical communication can be specified as an end-

to-end data service for inserting, retrieving, modifying, and/or 

sharing medical data within an EHR system using a mobile 

device. This service enables real-time exchange of clinical 

reports for diagnosis and treatment from a remote location by 

authorized users. The International Standard Organization 

(ISO) published a technical specification TS18308:2011 [1] 

for health informatics that defines a set of requirements for the 

architecture of an EHR system that processes, manages and 

communicates healthcare information.  The specified primary 

requirements ensure that these EMRs are: clinically valid and 

reliable, ethically sound, legal, and enable secure data analysis. 

In 2003, Canada Health Info-way proposed a conceptual EHR 

solution (EHRS) [2]. The EHRS architecture recommends 

structured messages for EHR communication that are derived 

from medical messaging standard such as health level seven 

(HL7) - clinical document architecture (CDA) specification 

[24] [30]. The HL7-CDA specification is an internationally 

recognized standard for reliable and safe exchange of health 

records. This message specification should be adopted by the 

messaging protocol used by the mobile clinical applications to 

achieve global communication. However, these mobile 
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applications are supported by handheld devices like PDAs, 

smart phones, and tablet PCs with limited memory resources, 

high-speed processors, and embedded operating systems.  

Mobile clinical applications operate in a network 

infrastructure identical to traditional wireless network 

architecture. The difference prevails in the mode of 

communication and the message delivery model. High-speed 

wireless links such as CDMA2000, GSM and IEEE 802.11 

a/b/g/n can be used for the data transmission [18]-[21]. To 

prevent data loss and increase throughput, wireless data 

channels that are augmented with extensive local 

retransmission mechanisms and channel based scheduling 

techniques are utilized. For example, the CDMA-1xRTT 

network applies radio link control (RLC) and radio link 

protocol (RLP) for reliability. Typical mobile communication 

architecture is shown in figure 1. 

 

 

 

                

 

 

 

 

 

 

Fig. 1 The mobile clinical communication infrastructure 

For simplicity, internals of the sub-networks are ignored and 

single router network architecture is considered. Here, a 

mobile client (MC) directly connects with a communicator 

(Cm) via a wireless link. The mobile link is established 

through a base station that connects to a Cm using the Internet. 

The Cm connects to the data server (Sv) through a wired link. 

The aim is to achieve a guaranteed end-to-end message 

delivery from the MC to the Sv. The following assumptions 

are made about the hardware and software involved in this 

communication process: 

• The mobile system is composed of a network of machines 

and software that are eventually always up and running.  

• In case of a delay in acknowledgment message delivery, 

retransmission of messages is performed until a message is 

delivered or a session timeout occurs. Here, the mobile agent 

is assumed to be distorted or failed. 

• All transactions between the mobile client and the data 

server are handled by the communicator. A communicator 

connects with more than one data server; however, a server 

connects with only one communicator at an instance. 

 

These assumptions are instrumental in achieving exactly-

once delivery of the EMR. The unpredictability of network 

performance imposes these requirements for additional 

mechanisms to improve the reliability of this communication. 

A great deal of research has gone into implementation of 

supportive protocols for mobile data access. A significant 

number of direct data transfer protocols use secured 

connection-oriented transmission control protocol (TCP). 

Other widely used protocols are: file transfer protocol, 

hypertext transfer protocol (HTTP), and simple object access 

protocol (SOAP) [22][25][26]. They use mechanisms based on 

store-and-forward or indirect techniques, such as short 

message service (SMS), multimedia message service (MMS) 

and electronic mail, for message delivery [27]. Other 

distributed computing solutions include common object 

request broker architecture (CORBA), remote procedure call 

(RPC), Java remote method invocation (RMI), and distributed 

component objects (DCOM) [28][29]. These solutions are 

used to support clinical communication through wired 

networks; yet, a connection component for mobile clinical 

communication is still to be released. 

Existing data access controls such as Active-X data objects, 

open database connectivity (ODBC), XML database, object 

linking and embedding (OLE) database, and Java database 

connectivity (JDBC) provide only moderate support for 

mobile data transactions [23]. These controls are designed for 

traditional client-server systems that are inconsistent in mobile 

environment. EHRi architecture adopts a distributed 

client/server messaging model for EHR interaction. In 

practice, the traditional client-server model is no longer valid 

in the new mobile computing paradigm. This is mainly due to 

the inadequate functionality of the server computing interface 

that cannot interact with a mobile client without reloading and 

processing the code for each transaction. Clearly, this limits 

the flexibility with which a mobile client can use an existing 

data server. Various messaging models like an extended 

client/server model, a remote procedure call (RPC) model, and 

a mobile agent model are proposed to meet the requirements of 

mobile communication.  

A mobile agent can be defined as an entire computational 

entity with its code, state, and the resources required for 

performing the assigned task in a remote node [9]. In a mobile 

agent system, a piece of code ‘Bc‘ moves with data ‘Bd‘ and 

state ‘Bs‘ from a client to a server for processing. This process 

of moving the code from one node to another is called 

migration. The mobile agents migrate from the mobile client to 

the EHR data server via wireless networks connectivity. At the 

server, the agent code is executed when all required credentials 

are valid. The mobile agent is assigned an itinerary with one 

node to visit; when the first job is completed, the agent 

migrates to the data server. Upon completion, the 

acknowledgment receipt is sent back to the client. The mobile 

agent paradigm is considered for mobile clinical 

communication because of its remote execution advantages 

over the traditional client/server model. 

Mobile agent systems often use TCP/IP for transmission of 

agent code, data and its execution state. However, to perform 

mobile data transfer, TCP requires external support 

mechanisms like RPC, object serialization, and data reflection 

[6]. A better approach is to use a middleware that applies an 

application layer protocol with appropriate mechanisms above 

TCP to achieve the required results. This approach is taken in 

various middleware designed for clinical communication. For 

example, Aglet [7] uses agent transfer protocol, an application-
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level protocol that communicates via a TCP socket; Concordia 

[8] also uses TCP sockets and Java object serialization as data 

transfer mechanisms; Odyssey [9] isolates the transport layer 

from the rest of the system and uses IIOP for communication; 

Voyager [10] uses Java object serialization and reflection 

methods extensively in its transport mechanism; Mole [11] 

initiates a replacement for the Java code loader model by 

proposing a code server for communication. Though these 

protocols are reusable, they lack interface specifications to 

exchange standard messages. 

III. MOBILE AGENT MIGRATION 

Agent migration is a process of moving data along with code 

from one node to another for execution. A migration process is 

shown in figure 2. In this process, a network model with 

1……n nodes is considered. During migration, a mobile agent 

starts at the source Ni (mobile client) and stops at the 

destination Nn (server). In order to migrate, the mobile agent 

needs a reliable migration protocol. The protocol defines the 

path to travel and the action to perform in each foreign agency 

that is visited. The sequence of nodes, Ni (1<i<n), between N1 

and Nn is called agent itinerary. 

 

        

 

Fig. 2 A mobile agent migration process 

 

A. Life Cycle of the Mobile Agent 

A mobile agent is executed only in specified stops, called 

stages Si, where i=1…n. A mobile agent at node Ni-1, in the 

corresponding stage Si, executes the assigned code and moves 

on to execute at node Ni. The execution of the life-cycle stages 

results in ordered delivery of an EMR. The life-cycle stages 

are shown in figure 3. The life cycle of a mobile agent consists 

of the following five states:  

1. In READY state, an agent is created with the EMR as the 

data content along with the application state and the message 

delivery code.  

2. In MOVE state, the agent migrates between two nodes 

within the distributed clinical systems network.  

3. In RUN state, the agent code assigned to the current state is 

executed. A copy of the agent is stored locally before 

execution.  

4. In WAIT state, the agent is suspended from its action and 

the corresponding thread goes to sleep mode. When the 

execution environment changes, the agent resumes from this 

state and moves to the RUN state. 

5. When the agent completes its assigned task, it reaches the 

TERMINATE state.  

      
  

Fig. 3 Life cycle of a mobile agent 

 

Currently, migration mechanisms used in mobile middleware 

have little or no adaptation to mobile settings. While the 

problem of guaranteed message delivery is seldom 

acknowledged, an asynchronous migration mechanism for 

mobile agents depends on the intelligence of application layer 

protocols. Depending upon its environment, an agent can enter 

into any state defined in the model. A mobile agent goes 

through a life cycle only once. 

B. Migration Mechanisms 

During agent migration, a mobile agent’s state, authority, 

security credentials, data and code are transferred from the 

mobile client to the communicator (Cm). From agent transfer 

schemes proposed, three migration mechanisms were 

identified from Hohl et al. work in [12].  

Mechanism 1: In the first scheme, the mobile client pushes all 

state Bs, code Bc and data Bd of a mobile agent to the Cm in a 

single instance. In case of an EHR with voluminous content, 

the migration process consumes all available bandwidth for 

direct transmission. This scheme is shown in figure 4. This 

method, in some cases, might utilize additional bandwidth, 

since Cm might have cached some of the Bc blocks. With 

suitable mechanisms, re-transmission of these blocks can be 

prevented.         

                             

 

Fig. 4 Migration in a single instance 

 

Mechanism 2: In the second scheme, shown in figure 5, only 

the mobile agent’s Bs, and Bd are transferred in an instance. 

The Cm requests the client to transmit the missing code blocks 

only on demand. This scheme reduces bandwidth utilization by 

transferring code blocks only when required. However, 
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frequent message exchanges occur through connected links 

until the end of a session is reached.  

  

       Fig. 5 Migration on demand request 

 

Mechanism 3: The third scheme is a hybrid of the first two 

schemes (figure 6). Here, a list of Bc blocks needed to perform 

specific operations are transmitted in an instance. Using this 

list, the Cm can request required Bc blocks not yet cached. 

Programming languages such as JAVA and C# provide 

functions to dynamically load code blocks into an agent 

location at runtime. This scheme is efficient in terms of 

resource utilization. However, it is impossible for the Cm to 

know that the Bc blocks are needed by a mobile agent at any 

instance.  

   

Fig. 6 Migration on a request from the receiver 

 

To simplify the migration process, mechanism 1 is used for 

the proposed protocol implementation with appropriate 

mechanisms. The agent migrates between distributed 

components that are considered as agencies [13]. An agency 

consists of an associated execution environment where the 

agents can migrate directly. After successful migration, the 

code to transfer the data to the appropriate buffer stack is 

processed. This transfer method is referred to as message 

delivery. The protocol developed to perform this process is 

presented in the following section. 

IV. THE AGENT MIGRATION PROTOCOL 

The agent migration protocol (AMP) is designed to provide 

exactly-once execution of a mobile agent with three supporting 

mechanisms: conformance checking mechanism, message 

logging mechanism and exactly-once message delivery 

mechanism. The health domain-specific knowledge is 

incorporated into the protocol mechanisms to assure 

maintenance of privacy and confidentiality policy, presented in 

[14][15]. The agent processing function eliminates message 

conversions using lower-level protocols. The processes 

involved in the protocol are shown in figure 4. 

 

           

Fig. 7 The process flow of a migration protocol 

 

The protocol provides the following functionalities: 

1. The protocol provides functional ability to control 

messages. At present, a message transmitted from a client 

is processed by a number of protocol layers that exist 

between the application and the physical network layers. 

These layers add redundant headers to the data in the 

packet before it reaches the receiving application. This 

methodology introduces inconsistency in message content. 

To reduce this stress, AMP transfers and receives the 

clinical messages directly using autonomous objects that 

are executable only at the designated environment.  

2. The protocol integrates a conformance checking mechanism 

for consistent performance. This mechanism ensures 

message compatibility between communicating systems, 

thus eliminating message failure and data loss.  

3. In loosely-coupled systems, message latency and throughput 

determines the performance and scalability of the system. 

In AMP, the execution time of the agent migration process 

determines the RTT of a message delivery process. To 

achieve fast migration, the agent data is delivered as a file 

(in a batch) and not as a sequence of bytes delivered 

serially byte by byte. 

With these specific functionalities, the AMP presents an 

asynchronous mechanism as shown in figure 8. The steps of 

the protocol are presented below. 

Step 1: The first step in this protocol is to conform message 

compatibility between end nodes. The mobile client sends a 

query agent with a blank message template to the Cm. When 

the message is received, the Cm creates a checkpoint as 

described in [16] and forwards the query to the Sv. After 

receiving the query, a response message with a corresponding 

message template is send to the Cm by the Sv. The Cm 

performs the conformance check from the participating nodes. 

If the templates are compatible, the migration response 

message is sent to the mobile client. If the templates do not 

match, then the checkpoint is cleared and a registration failure 

response message is sent to the client.  
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Fig. 8 The agent migration protocol 

 

Step 2: The second step in the protocol is the migration of 

mobile agents. When a response message is received, the 

mobile agent migrates from the mobile client to the Cm. After 

successful migration, a message log is created at the Cm for 

the mobile agent. A message log is a mechanism used for 

monitoring the transactions at a node in the distributed system 

environment. After log creation, the mobile agent is then 

moved from the Cm to the Sv for message delivery.  

Step 3: The third step of the protocol is the clinical message 

delivery. At the Sv, the agent code is executed using message 

delivery mechanism for data extraction. The extracted data file 

is subjected to a verification process. If the file passes the test, 

a pass code is assigned and the Sv generates an 

acknowledgment message. A mobile agent with the 

acknowledgment message is sent to the Cm by the Sv. The Cm 

verifies the pass code of the agent, clears the message log 

entry, and moves the mobile agent to the mobile client.  

Step 4: The last step in the protocol is the delivery of the 

acknowledgment message. The client component keeps the 

agent thread alive until an acknowledgment message is 

received. Upon delivery of the receipt, the mobile agent 

reaches its final stage in its lifecycle and terminates its process. 

The thread is stopped and the code is terminated. 

A. Supporting functions 

 Apart from the above mechanisms, there are two main 

functions in the protocol: sleep loop procedure and 

compatibility check procedure. These functions are simple; 

however, they provide a valuable support to the system. 

• Sleep Loop Procedure: In case of wait time, the processes 

call the sleep loop until the state changes.  A sleep loop 

procedure executes a process in a specified interval of time. 

An interval of 2 seconds is set for each sleep time. The 

maximum number of times a process can execute the 

procedure is set to a count of five. This procedure is mainly 

executed by the Cm while pushing a response message to the 

mobile client.  

• Compatibility Check:  When a message fails in the 

conformance checking, it is impossible to establish a 

successful communication. A proposed solution to this issue is 

to reconstruct the message according to the server template. 

The availability of such a mechanism can be indicated in the 

application profile using a compatibility attribute. If the 

attribute is set to ‘YES’, it means there exists a message 

restructuring procedure. However, this mechanism is 

implemented here by manual re-transmission. 

This protocol has been formalized for use at the application 

layer of the network protocol suite. The implementation of this 

protocol is a challenging task that was carried out in the .NET 

platform. The mobile agent was generated by code written in 

C# and VB.Net. The performance evaluation of this protocol 

requires the virtual machine provided by .Net framework to 

execute the common language runtime (CLR) code be installed 

in all the communicating nodes. 

V. PERFORMANCE EVALUATION 

The performance evaluation of the proposed protocol was 

conducted through a set of experiments in real-world wireless 

networks. These experiments were conducted using two DELL 

desktops machines to run the communicator (Cv) and the data 

server (Sv), and one dv6000 laptop machine to run as the 

mobile client (MC). The desktops had Windows XP and the 

laptop runs on Windows Vista operating system. The protocol 

component is loaded in all of the three machines. In order to 

evaluate the performance of AMP, experiments were 

conducted in four different real-world networks shown in table 

1. The test environment in a real world wireless network used 

for performance evaluation is shown in figure 9. 

 
TABLE 1  

SPECIFICATION OF THE WIRELESS NETWORKS  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 A real-world AMP test setup 

Each network may carry cross traffic from other mobile 

nodes that might interfere with the packets of the experimental 

mobile client. This background traffic is vulnerable and 

sensitive, which is determined by the active users, the 

applications, and the network characteristics. However, there 

 

Type Location of mobile client Speed 

(Mbps) 

Traffic 

(Users) 

A Campus Network    24  500 – 1000 

B Home Network     1  2 

C Organization Network    10  100 – 200 

D Public Network    36 25 – 50 
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are no known techniques to accurately measure the 

background traffic at successive links in large networks. 

In real-time experiments, assumptions were made on the 

available bandwidth in the networks to be between 1 and 36 

Mbps, with network traffic load varying between 10 – 1000 

users at a time. The message delivery metrics, the RTT, and 

the throughput, are measured using DateTime( ) function to 

evaluate the operational quality using the AMP protocol. The 

results obtained from these experiments are evaluated using 

TCP/IP to measure the reliability characteristics: non-

duplication and message conformance of the protocol. The 

TCP/IP measurements are obtained from the testing conducted 

from the SSL transmission mechanism presented in [17]. 

The test procedure starts by sending a message from the 

mobile client to the Sv using the mobile agent in a network (A, 

B, C, or D). The mobile agent is a two-hop agent; i.e., first, it 

moves from the mobile client to the Cm; second, the move is 

from the Cm to the Sv. Each agent starts and returns back to its 

starting node. This functionality helps in measuring the RTT of 

the transmission. Two categories of messages, HOT and 

COLD, are used for this testing. Table 2 shows the message 

types and their approximate sizes. 

 
TABLE II  

TYPE OF MESSAGES USED IN AMP PERFORMANCE EVALUATION 

 

 

 

 

 

Considering that the data channel established between the 

mobile client and the base station is subject to delay due to the 

cross traffic in the network, this network traffic may or may 

not interfere with the AMP packets. However, this network 

traffic might change over time and will introduce propagation 

delay and packet loss between the mobile client and the 

communicator. The occurrences of cross traffic in a network 

are unpredictable, as well as the transmission latency.  

VI. RESULTS 

The measurements presented here are an average of 20 runs, 

with 7 different message sizes, tested in all four real-world 

networks. The RTT is deduced from the propagation delay 

measured in the experiments. The results in figure 10 show the 

AMP performance in all four networks with different message 

sizes ranging between 5 KB and 30 KB. As can be seen, 

migration time is positively correlated with the message size, 

and it assure 95% confidence that measured migration times 

are consistent for the messages of different sizes in all four 

networks. However, the migration time measured in the high-

speed networks (network-A and network-D) is lesser than the 

migration time in the slow-speed networks (network-B and 

network-C). This value changes as the system configuration 

and the network infrastructure changes. 

 

 

      Figure 10 Performance of AMP in different networks 

 

The best migration performance was achieved using 

network-D, where the smallest agent (>5KB and < 10KB) only 

needed 966ms for a two-hop migration. The migration time 

only increased slightly to 1108ms for the largest agent (>30KB 

and <35KB). Migration in network-A and network-C are only 

a few milliseconds slower: 966ms and 1228ms for the smallest 

agent and 1603ms and 1899ms for the largest agent 

respectively. In network-B, migration was noticeably slower 

than those using other network types. The migration time taken 

is 2368ms for the smallest agent and 3462ms for the largest 

agent. In this process, routing data packets through an access 

point connected to a heavily loaded router with minimum 

bandwidth introduces delay in message delivery. 

Further, to evaluate the performance of AMP during 

different clinical events, 7 HOT messages and 7 COLD 

messages of different sizes are transmitted for 20 times using 

network-A environment and the migration time or RTT is 

measured. The average RTT taken for HOT and COLD 

message transmissions using AMP is shown in figure 11. The 

results show that the emergency HOT messages are delivered 

more quickly than the detailed COLD messages. One reason 

might be the message size, as HOT messages carry filtered 

dataset. The other reason might be the processing time taken 

for conformance checking of the message. The HOT messages 

require less procedure to process the set of elements than the 

COLD message. 

However, an increase in RTT as the message size increases 

can be observed in figure 11. This overhead is due to the 

network load imposed by the mobile agent. The network load 

is imposed by the agent because it not only carries EMR, but 

also carries associated execution state and code. Also, the 

agent returns with an acknowledgment receipt for the EMR 

delivered at the server. 

 

 

                   

 

 

Type of 

Message 

Template Size 

(KB) 

Content Size 

(KB) 

HOT 5 1 – 30 

COLD 5 5 – 60 
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Fig. 11 Round trip time of HOT and COLD messages  

 

The acknowledgment message size remains constant 

irrespective of the message type. Hence, the time taken for the 

return trip is independent of the message size. In this process, 

out of 480 messages (both HOT and COLD) transmitted, only 

one message failure occurred. This result shows that there exist 

only less than 0.1% failure rate while using the AMP protocol. 

However, the failure rate is highly dependent on the 

transmission media that is extremely volatile in nature.  

 

 

 

 

 

 

  

  

Fig. 12 Round trip time taken by TCP/IP and AMP  

 

With respect to the data transfer rate, significant variation in 

RTT is observed. The RTT of AMP includes the process time 

taken for conformance checking and agent execution prior to 

message delivery, and the delay time during migration from 

mobile client to the communicator and to the server. To 

measure the reliability of AMP provided through the 

conformance check and the exactly-once EMR delivery 

mechanisms, the performance of AMP is compared with the 

performance of TCP in networks A, B, C, and D with different 

data transmission rate. The results are shown in figure 12. 

The widely known fact that RTT increases as the available 

bandwidth decreases is shown in this result. The network D 

with higher transmission rate shows lower latency during agent 

migration than other networks. However, the performance of 

AMP is consistent in all four networks, which suggest that the 

mechanisms used for conformance checking and exactly-once 

message delivery are efficient and reliable.  

VII. CONCLUSION 

The AMP protocol was developed for EHR communication 

using mobile agent technology. The results show that the 

protocol guarantees delivery of clinical records accurately in a 

wireless environment. This guarantee is ensured through the 

conformance check on the message prior to data transmission, 

and the execution property of the mobile agent. Through 

mobile agents, the messages are validated and delivered 

exactly-once at the receiver. Also, the protocol handles issues 

such as delay and data loss caused by the wireless network 

infrastructure. The performance results are compared with 

TCP/IP performance to show the significance of AMP with 

additional mechanisms. Also, the result shows that AMP is 

consistent and efficient in all of the network environments 

irrespective of the background traffic and achieves its goal 

irrespective of the type of messages.   
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