
 

1 
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Abstract—Although a Wireless Mesh Network (WMN) offers 

multifold advantages it is also vulnerable to several security and 

privacy threats being a dynamic open network. Different types of 

mobile clients such as laptops, cell phones, smart devices can join 

or leave the network anytime they wish. This opens up issues like 

fake registrations and packet sniffing. This paper deals with the 

issues of both security and privacy in great detail by simulating 

countermeasures for different kinds of attacks in a WMN. First, a 

perfectly secure network for safe communication is created by 

using a bi-variate polynomial scheme with low overheads instead 

of a public-private key mechanism. Further, Ensuring any 

communication in the network to be rendered anonymous by 

hiding the node initiating the session by using proposed Multilevel 

Onion Tree Routing Scheme (MOTR). 

 
Index Terms—Bi-Variate Polynomial, Mesh Networks, Onion 

Routing, Privacy, Security. 

 

I. INTRODUCTION 

IRELESS mesh network (WMN) consisting of Internet 

Gateways (IGWs), mesh routers (MRs) and mesh clients 

(MCs) seems to be a promising wireless technology. In [1], 

various challenges and the versatility of WMN are discussed. 

MCs can communicate with the IGW using multiple hops ad 

hoc connected MRs or directly with IGW if MC is within its 

communication range. MRs can act as hosts or packet 

forwarders in the form of an ad hoc network to the IGW. This 

ensures a larger coverage at a low cost infrastructure. Hence, 

MRs are often referred as the last mile network. MCs can 

consist of different types of devices, like laptops, cell phones, 

smart devices, etc., working with different types of networks 

like edge, Ethernet, Wi-Fi, Wi-Max, etc. WMN makes it 

possible to combine characteristics of all these networks and 

support different types of devices using only one platform. To 

enable this, MRs often consists of multiple interfaces in order 

to perform as Network Bridge or Internet Gateway. For 

different technologies, MCs generally have a single interface 

that can either be used while communicating as a host or acting 
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as a network packet forwarder among MCs themselves in the 

ad hoc network mode. Hence, WMN can be said to be an 

advanced form of an ad hoc network which is intended to be 

dynamically self-organized and auto-healing. Existing ad hoc 

network protocols can be modified for a WMN. 

 

In a WMN, MRs constitutes a wireless backbone by 

connecting themselves through available wireless channels and 

MCs connect to the MRs using different interfaces in order to 

gain access to the internet. This creates a network hierarchy 

where MRs communicate with each other using a wireless 

interface at level one while they serve the MCs using different 

interface at the next level and hence combine the 

characteristics of two different types of wireless networks. 

Such a network comprises of devices with varied levels of 

mobility and different power and computing constraints. 

 

WMN offers several advantages and future potential 

applications making further research very important. It can be 

directly used to provide internet access to remote areas which 

requires availability of low cost infrastructure. Another very 

important application of WMN is to provide different medium 

of wireless access. For example, a cell phone in the range of a 

MR can route it calls through the internet. This enables routing 

through MR at a cheaper cost instead of using the medium of 

higher cost low bandwidth cell phone tower. There can be 

several other applications where MRs can be installed to cover 

a large region, for example, health monitoring, traffic pattern 

analysis in airports, etc. 

II. RELATED WORK 

A. Security 

The field of Wireless Mesh Networks is still in its nascent 

form and hence robust secure and private protocols for a 

WMN are still in their early stages of development. There are 

several existing research works investigating various 

approaches directed towards securing Ad hoc and sensor 

networks. But the varying level of node mobility in a WMN 

makes it unique and brings new challenges in the forefront. 

Therefore, special custom protocols that could address new 

found vulnerabilities in a WMN. The authors in [2], published 

in the year 2006 described various attacks like sinkhole and 

wormhole attacks and also look into some vulnerabilities of a 

WMN. Some ideas are proposed to combat these attacks like 
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using some kind of elliptic curve cryptography instead of 

RSA-based public key cryptography. We are already aware of 

the problem in using an Asymmetric key system for 

authentication and data communication in a sensor network as 

it is computationally very expensive. Hence, for the sake of 

low energy consumption by the mobile devices with limited 

energy sources, we want our scheme to be light weighted. 

 

Use of symmetric keys seems like a viable option. In [3], 

Eschenauer and Gligor have proposed a random key 

distribution scheme to devices in a sensor network. It works by 

distributing a fixed number of keys to each device randomly 

selected from a large pool of P key space. This has a major 

disadvantage that if the fixed number of keys given is small, 

most of the devices are incapable of communicating with each 

other as they dont have even one key in common. Hence, lots 

of disconnected devices are found, whereas in case of a large 

number of keys given to each device, the scheme becomes 

vulnerable to a device capture attack. This could lead into 

large amount of secret being lost, thereby compromising the 

whole network. Additionally, it is easy to observe that for a 

network with n-devices, for each pair of devices to have a 

shared symmetric key each device must be given at least n-1 

keys to generate capability of complete connectivity. Instead 

of just one key, Chan et al. [4], revised the Eschenauers and 

Gligors model by having at least q (where q>1) keys in 

common between two adjacent devices have, in order to have a 

communication link between them. They call their scheme as 

q-composite random key pre distribution scheme that improves 

the network resilience attack against the device capture. Blom 

proposed a symmetric key generation scheme (SKGS) [5], 

where pair of devices establishes a common key between them 

by which the amount of secret information they exchange 

between them, is the least. However, in this approach, there 

may be dependencies between the keys, and a certain number 

of users may have to cooperate to resolve the uncertainty of 

unknown keys. This scheme is not resistant to device capture 

attack when the number of compromised devices exceed a 

given threshold value. In [6], Blundo et al. have proposed a 

secure key distribution scheme for Dynamic conferences 

where a device may leave or enter the network, thereby 

constantly changing the network topology. Here, they propose 

a t-degree bivariate symmetric polynomial pre distribution 

scheme. The scheme is applicable to any hierarchical networks 

as well. The communicating wireless devices exchange the 

polynomials by replacing the variables with their respective 

IDs. Due to symmetric nature of the polynomial, they are able 

to compute a common secret key between them. This scheme 

is k-secure, where k is the degree of the symmetric polynomial.  

 

To establish a common shared key between any 

communicating entities, Yi Cheng et al. [16] have proposed a 

pair wise key establishment mechanism (EPKEM) by 

generating keys and arranging them in the matrix. Each user is 

allocated a row and a column of keys to form an offline set of 

keys. The selected elements are then loaded into each device 

to form its key ring and then they are deployed randomly. In 

this scheme, two devices discover a common key between 

them by broadcasting their respective IDs while the indices of 

keys information are exchanged that are used at the time of key 

pre distribution. This scheme drastically reduces the number of 

keys that need to be pre-stored on the wireless devices during 

the deployment phase, while guaranteeing at least two 

common keys between any pair of devices. 

 

1) Preliminaries: Polynomial Based Scheme 

In [7], we propose a bivariate polynomial function based 

security scheme. This scheme provides low cost highly 

scalable dynamic key generation security scheme. In this 

scheme, we devised a method to establish a secured 

authenticated connection between any two entities in a WMN. 

The two nodes can be an IGW, a MR or a MC. The basic 

concept of this scheme is to provide each node a bivariate 

polynomial before deployment by the central authority. When 

deployed, these nodes use this secret mechanism along with 

some shared information to compute symmetric secure keys 

and once these keys have been computed, we say that the two 

nodes have an authenticated association with each other. 

Before deployment, three different sets are given to a node as 

follows: 

 

1)  A shared key K for initial secure information exchange. 

 

2)  A set of Bivariate Polynomial Functions Fi,j,k(x,y)(where 

0≤ i<l; 0≤ j<m; 0≤ k<m) picked randomly from a 3D matrix 

of polynomials and the indices of the selected polynomial 

functions. 

 

3)  A function H( ) known as the hash function to compute 

the shared key from the values received by the bivariate 

polynomial functions.  

 

The scheme of randomly selecting polynomials from a three 

dimensional matrix is adapted from Yi Cheng’s scheme in [16] 

and [14]. Every node goes through three stages of  

 

1) Acquiring Secrets. 

 

2) Authenticated Association. 

 

 

3) Pairwise secure path generation from a Mesh Client to the 

AAA server or an IGW. 

 

A general Bivariate Polynomial distribution is defined as 

follows: 
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the coefficients ars are randomly selected over a Finite Field 

Gf(X) where X is a sufficiently large prime number and i, j, k 

are the indices for the location of the polynomial in a three-

dimensional matrix. And p is the degree of the function 

Fi,j,k(x,y). For a Polynomial Function to be Bivariate, it must 

hold the following property: 

 

Fi,j,k(x, y) = Fi,j,k(y, x) 

 

We create a three-dimensional matrix containing randomly 

selected bivariate polynomials from a large pool of possible 

polynomials. For simplicity we can visualize this matrix as a 

set containing i two dimensional m   m matrices with degree 

t. Now, we can compute the total number of bivariate 

polynomials selected from the finite field forming the three 

dimensional matrix as follows: Total number of polynomials = 

lmm such that: 0 ≤ t ≤ m and 0 ≤ i ≤ l So, we can say a 

function at the position i, j, k in the three-dimensional matrix 

can be written as Fi,j,k(x, y) as displayed in the figure 1. Now, 

we randomly select a set S of matrices containing bivariate 

polynomials from l i.e. the total number of mm two 

dimensional matrices can be given by: S ≥  2/)1( l . where 

 x is the ceiling function which gives the smallest integer ≥ 

x. Using the ceiling function ensures that S is an integer always 

greater than or equal to l/2. This further ensures that two 

different randomly selected sets Sa and Sb always have atleast 

one mm Matrix in common. After selecting the random set S 

of matrices with one random column and one random row 

from each of these matrices in S, all the functions contained in 

the selected row and column are given to a mesh entity. For 

example refer Figure 2. 

Now, since this matrix is of the order mm it has m rows 

and m columns. So, the number of polynomials contained in 

one row and one column selected randomly are m+(m-1). 

Now, there are S such matrices hence total number of bivariate 

polynomials given to each MC are:  

 

The total number of bi-variate polynomials = S  (m+ (m-1)) 

= S  (2m-1)  

 

Now, Let us analyze how two clients on the mesh can have 

common functions to establish a secure communication 

channel. Since we know two different set of matrices Sa and Sb 

have atleast one matrix in common. Let the two common 

 
 

Fig. 1:  A three dimensional matrix of bivariate polynomials 

 
 

Fig. 2: A M   M Matrix Sa 

  

 
 

Fig. 3: A M   M Matrix Sb 
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matrices be as shown in Figure 2 and Figure 3.  

Assuming the highlighted rows and columns were randomly 

selected row and column for sets Sa and Sb respectively. It is 

obvious that both these sets will have atleast two functions in 

common. In a better case, there could be more common 

matrices, leading to more common functions between two 

mesh entities. So, this technique of allocating polynomials 

guarantees any two MCs to have atleast two common bivariate 

polynomial functions which are used for secured 

communication.  

 

Generation of Secured Channel for Communication: 

 When the network is formed, each MC identifies its 

neighbors and exchanges information to generate a secure key 

for communication. Say for example, Once two neighbors C 

and D find each other, they share each other’s node ID and the 

indices of the polynomial functions they possess. This 

information is encrypted using a common Key K which is 

given to each node for an initial handshake and exchange 

information to generate a secured key on the fly. Using the 

polynomial function indices, both the nodes separately 

determine which function they have in common. 

Assuming the node IDs are IDC and IDD and the common 

functions are F2,7,6( ) and F2,3,4( ).  

At node C, seed values will be computed using the common 

functions and node IDs of C and D. 

 

Seed 1C = F2,7,6 (IDC , IDD) 

Seed 2C = F2,3,4 (IDC , IDD) 

 

Similarly, at node D, it would compute its seed values: 

 

Seed 1D = F2,7,6 (IDD , IDC) 

Seed 2D = F2,3,4 (IDD , IDC) 

 

Since functions F2,7,6( ) and F2,3,4( ) are bivariate polynomial 

by this property 

 

F2,7,6( x, y) = F2,7,6( y, x ) 

 

The same is true for any other common function therefore: 

 

Seed 1C = Seed 1D 

Seed 2C = Seed 2D 

 

This is applicable to any further seeds. 

 

So, the seeds generated independently at both the nodes 

would be identical. Each node uses a one way hashing function 

Hf( ) that is assigned during the deployment phase. All the 

seed values are hashed to generate a final secured key for 

communication and since the same hash function is used at 

both the nodes and seed values being identical, they both have 

the same identical unique key for encryption or decryption. 

This key is never sent over the network and is just used for 

encryption at the sender end and decryption at the receiver 

which ensures the key not to be stolen by other entities that 

might be overhearing the communication. 

 

SecureKey = Hf(Seed 1C, Seed 2C, …) 

 

If the two nodes have more than two common functions, they 

generate more than two seed values. This provides more than 

two seed values to the hashing function which makes it even 

stronger and more secure. In this fashion, all the nodes 

establish secure encryption technique with their one hop 

neighbors. Assuming a node A needs to communicate to the 

Internet Gateway which is five hops away from it. Each of the 

four links on the way would be a secured connection using 

pairwise key. This pairwise secure key establishment ensures 

end-to-end secured transfer. 

 

B. Privacy  

A lot of work has been done in the field of security for a 

WMN. But, multiple vulnerabilities still remain open in the 

field of privacy. Several research work attempt to solve the 

privacy issues related to a wired network. But, there is still a 

lot of scope in this field. For example, in a wired network, 

Onion Routing [11] was invented by Michael G. Reed, Paul F. 

Syverson, and David M. Goldschlag to provide anonymity. In 

this scheme, a path is pre-computed at the source and the data 

packet is encrypted in multiple layers with the public key of 

the forwarding node along the path to destination in a 

sequential order and each node removes their layer of 

encryption after receiving the packet and forward the 

remaining packet called the onion to the next hop and finally 

the decrypted data with all the layers of encryption removed, 

received by the destination. Using this approach, each node is 

only aware of the previous or next hop node which ensures 

anonymity of the source and the destination. 

In [13], Xiaoxin Wu introduces an onion ring protocol for a 

wireless mesh network where onion rings are formed starting 

at the gateway router and using all the cycles in the network. 

Data only travels in one direction and data sessions are only 

initiated at the gateway router. This provides a good 

anonymity, while fails on several issues such as a bottleneck is 

created at the gateway router as all the scheduling is done at 

the gateway. Moreover, this scheme works on the concept of 

finding cycles. In a dynamic WMN, having a property of 

cycles need them to start and end at the MR after traversing 

 
 

Fig. 4: An Onion Packet [11] 
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through the network. This problem is found to be an NP-hard 

to solve. So, it can fail in a realistic scenario. Another problem 

in this protocol is of the node starvation as all the other nodes 

in a ring have to wait while one node communicates. The work 

[9] talks about a layered onion ring approach in which some 

routers are considered trusted nodes and is similar to [13]. 

Communication starts and ends at the same node. Hence, 

anonymity is induced in the network. But, this work strongly 

relies on finding the cycles in the network and is hence 

susceptible to similar drawbacks. In [8] and [12], authors 

propose to implement a phantom routing scheme using a 

random walk algorithm so as to prevent any attacker to trace 

back in a Wireless Sensor network. But, there are several 

challenges in implementing this scheme in a WMN because of 

its inherent characteristics. The Scheme in [10] inserts dummy 

traffic in a wireless network to achieve anonymity at the cost 

of increased communication cost. This helps in hiding the 

source and the destination by inserting fake encrypted 

messages to the existing traffic pattern corresponding to the 

actual data packet stream. This scheme, though otherwise 

efficient, fails against an active global attacker using a 

dynamic tracing algorithm. 

In [15], authors propose using fake sources to provide spatial 

L-diversity in addition to a traditional k-anonymity scheme to 

tackle with the problem of a global attacker for achieving 

source location privacy in a Wireless Ad Hoc Network. The 

parameter L-diversity for quantifying privacy is also 

introduced in this work. 

 

III. MULTILEVEL ONION TREE ROUTING SCHEME 

We assume an infrastructure based WMN where the MRs 

and an IGW form a backbone by connecting each other 

through the wireless medium and provide service to MCs. 

MCs can be mobile or static and can join any MR for the 

internet access. One or more MRs act as the Internet gateway 

connected directly to the Internet. 

In [13] the authors have proposed creating onion rings for 

private communication in a WMN. But, in a realistic 

condition, finding cycles (holding the property of an onion 

ring cycles) in a wireless network is observed to be an NP-hard 

problem. Moreover, dynamic nature of the WMN makes it 

even more difficult as cycles have to be found possibly at a 

regular interval which can be very time consuming and 

computationally expensive process. In this work, a novel 

concept of a Multilevel Onion-Tree routing protocol is 

introduced for a WMN. There are two levels in this protocol, 

level one (higher level) being at the MR (backbone) level 

along with IGW and Second level or the lower level 

comprising of a MR and its MCs. 

 

A. Lower Level Communication 

For the lower level at each MR, we find a spanning tree with 

MR being the starting node such that we cover all the MCs 

associated with the MR. In [19], authors propose an efficient 

method of finding a perfectly random spanning tree of a 

directed graph. 

 

B. Virtual Ring Initiation 

The MR attempts to form an onion by informing each MC 

about their membership in a virtual ring as there might be 

some overlapping branches and in such a case, some MCs 

could be a member of multiple virtual rings. We need to have a 

mechanism to avoid any conflict among multiple virtual rings. 

Hence, each leaf node (MC) needs to store a table with the 

information about all the virtual rings it is a member of. The 

virtual ring initiation onion is created at the MR by encrypting 

virtual ring information in multiple layers for each member of 

the virtual ring. Each one of these layers contains virtual ring 

information unique for a particular node and is encrypted by 

the shared key between the MR and that node. So, if a layer 

contains information for node A only or the MR can remove 

that layer. Hence, the onion is created by performing 

encryption in multiple layers of a specific order in which the 

onion is going to traverse hop-by-hop along the virtual ring. 

So, when the onion arrives at a node, it decrypts the layer in 

the onion that belongs to it to get the virtual ring id for that 

particular virtual ring and information about who is the next 

hop for that virtual ring, the id of the previous node and the 

remaining onion that needs to be sent to the next hop. The 

order of layered encryption is important here because if a node 

receives an onion in which the layers on top of the layer meant 

for itself has not been removed, It cannot decrypt the packet to 

extract information meant for it. Hence, rendering the onion 

useless. But, this also serves as the most important feature for 

providing privacy as none of the nodes have information about 

the complete virtual ring whereas they only know the previous 

hop and next hop neighbor for a particular virtual ring. Hence, 

 
 

Fig. 5: A Wireless Mesh Network 
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the network is protected from inside attacks. A typical virtual 

ring initiation onion looks like: 

 

EMRD[(VRID,NextidD,PrevidD,Level),[EMRC(VRID, NextidC, 

PrevidC,Level),[EMRB(VRID,NextidB,PrevidB,Level),[EMRA(VRI

D, NextidA, PrevidA, Level)]]]] where EMRD is the key shared 

between the Mesh Router and the node D, VRID is the virtual 

ring identifier, NextidD is the identifier of the next hop node 

for node D, and PrevidD is the identifier of the previous hop 

node for node D. 

For the first node of any virtual ring, Previd would be the id 

of the mesh router, and for the last node of any virtual ring 

Nextidi would be NULL. Level field stores the level of privacy 

provided by the virtual ring VRID. 

The level of privacy provided by each virtual ring is directly 

proportional to the number of nodes present in that virtual 

ring. Higher privacy is achieved at the cost of larger delay. If a 

node is only a member in one virtual ring, it has no option but 

to use that virtual ring for communication when required at the 

given privacy levels. In case multiple virtual rings are 

available, a node can use it‘s virtual ring table to decide which 

virtual ring to use for communication based on the acceptable 

privacy level and delay tolerance of the application needing 

the communication. Another deciding factor for this selection 

is the availability of a career signal in the virtual ring from a 

MR. A virtual ring which can provide high level of privacy but 

has non-availability of a career signal, meaning the MR is busy 

serving another MC in that virtual ring, might be unacceptable 

due to an added long queuing delay which makes the total 

delay even longer. Whenever a leaf node receives a virtual ring 

initiation message, it appends the information to its virtual ring 

table, in which each row contains information like following: 

 

 

 

Whenever MC leaves a MR, all the virtual rings need to be 

deleted for which it was a member. On the other hand, if a new 

MC joins a MR, new virtual rings need to be created that 

include the new node. Hence, in both cases, the process of 

virtual ring initiation is repeated. This process of virtual ring 

creation or deletion is dynamic and depends on the mobility 

rate of the MCs. In case the network is static, we want to add 

new virtual rings at a regular interval. This is done for several 

reasons, namely, creating new virtual rings enables the usage 

of links that have not being used previously and could reduce 

the load of the overused links. This provides a good 

mechanism of load balancing in the network and increasing the 

privacy of the network at the same time. The virtual ring table 

at each node is also dynamic and is constantly updated with 

new information to keep all the nodes updated with the most 

recent virtual ring information. 

 

C. Key Revocation 

The regular process of virtual ring creation helps us to 

revoke the old keys and establish new keys every time a new 

virtual ring is created. Whenever the MR sends a new virtual 

ring creation request (onion), it can append a new key for 

every member node. This is our new mechanism for dynamic 

key renewal on the fly. The onion header in that case looks 

like this: 

 

EMRD[(VRID,NextidD,PrevidD,Level,NewEMRD),[EMRC(VRID, 

NextidC,PrevidC,Level,NewEMRC),[EMRB(VRID,NextidB,PrevidB,

Level,NewEMRB),[EMRA(VRID,NextidA,PrevidA,Level,NewEMRA)

]]]] 

D. Virtual Ring Communication 

 To ensure anonymity, no node is allowed to initiate a 

 
 

Fig. 6: Mesh Router Level Network (Lower Level) 

  

 
 

Fig. 7: A Uniform Spanning Tree at a Mesh Router Level 

  

TABLE I 

A VIRTUAL RING TABLE ENTRY 

VRID Nextid Previd Level 

34 A3E E47 2 

    

    

    

    

    

    

    

 

 



 

7 

 

communication directly which is always started by a MR. To 

do so, MR sends a data request carrier signal to all the virtual 

rings at regular intervals, even if none of the nodes have data 

to send. For example in Figure 8 the MR sends EMRD (req, 

VRID, dummy) to Node D where req is the identifier flag for a 

request carrier signal. After receiving the packet, Node D 

decrypts the packet and if Node D wants to initiate session, it 

replaces the dummy with the data request packet and encrypts 

it again with EMRD. Then, it sends the encrypted packet to the 

next hop of the virtual ring by looking up from the Nextid in 

its virtual ring table for the given VRID in the format: ECD[req, 

VRID, EMRD (request)] where ECD is the key shared between C 

and D as every two nodes in the network have at least one 

shared key for communication as per our polynomial based 

scheme defined in [7] established in the neighbor discovery 

phase. If Node D has nothing to send it sends ECD [req, VRID, 

EMRD(dummy)] instead. 

The total size of the dummy and the request packets are kept 

consistent so that any intermediate node cannot make a 

difference between a dummy and a real request packet by the 

traffic analysis, trying to find out which node is initiating a 

session. When C receives this packet, it decrypts it using the 

shared key, to find the virtual ring it belongs to and if it has 

something to send it drops the encrypted request of the 

previous node (Node D in this example) which looks like 

dummy to it and appends its own request instead by encrypting 

it with the shared key between itself and the MR associated 

with the virtual ring identifier VRID. It must be observed that a 

node might be connected to multiple MRs and be a part of 

multiple virtual rings having roots at different MRs. So, when 

it has data to send, it sends to the next hop (Node B in 

example): EBC[req, VRID, EMRC(request)], else it just adds 

another layer of encryption by sending: : EBC[req, VRID, 

EMRC[EMRD(request)]] and hence a layer of onion is formed. 

When this message (onion) reaches the last node, which is 

detected by the Nextid field of the last node being NULL, it 

acts according to its communication needs and identifies the 

virtual ring traversal is complete. Adding its layer of 

encryption, the last node routes the onion back in the reverse 

direction securely to the MR. Once received by the MR, the 

onion is peeled until a request is found and then the MR 

decides to grant the request or not and sends a reply. If no 

request is found, that means no node in that virtual ring is 

requesting communication or one of the nodes is acting 

 
 

Fig. 8: A Branch starting at a Mesh Router 

  

 
 

Fig. 9: Higher Level Network with IGW’s 

  

 
 

Fig. 10: A Uniform Spanning Tree at Higher (IGW) Level 

  

TABLE II 

PACKET PROPAGATION ALONG THE VIRTUAL RING NODES 

Hop Packet 

MR to D EMRD[VRID, EMRB(downlink data)] 

D to C EDC[VRID, EMRB(downlink data)] 

C to B EBC[VRID, EMRB(downlink data)] 

B to A EAB[VRID, EMRB(ACK, uplink data or dummy)] 

A to B EAB[VRID, EMRB(ACK, uplink data or dummy)] 

B to C EBC[VRID, EMRB(ACK, uplink data or dummy)] 

C to D EDC[VRID, EMRB(ACK, uplink data or dummy)] 

D to MR EMRD[VRID, EMRB(ACK, uplink data or dummy)] 
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malicious and voluntarily drop the request and appended a 

dummy packet which can be easily detected by comparing the 

received dummy packet with the one that was sent. If both the 

dummy packets differ, that means one of the nodes in the 

virtual ring has modified the package and is acting suspicious. 

It can be clearly seen that the malicious node is the one whose 

shared key is used to reach the last layer of decryption process 

in obtaining the fake dummy packet. When an access request is 

granted, the MR encrypts the downlink data with the shared 

key between the MR and the destined node. In the example of 

Figure 8, if B’s access request is granted the message 

propagates as follows: 

On the reverse cycle, when the packet passes Node B again, 

it verifies the packet to be the same as the one it had sent on 

the downstream. If not Node B reports the branch starting from 

itself until the end as suspicious to the MR. This data 

aggregated over time can be utilized to identify malicious 

nodes in the network and the transmission session is over for 

Node B. The MR keeps sending a request carrier signal at 

regular intervals until some MC requests an access. 

 

E. Higher Level Communication 

At the higher level of routing, a spanning tree is created by 

the IGW routers, covering all the MRs’. Virtual ring initiation 

and communication takes place at the manner similar to the 

lower level. The only difference is the communication between 

the MRs and IGW instead of the MCs and the MR at the lower 

level. This forms a hierarchal network in two layers. In the 

lower level all the MCs send their request to a MR, they are 

associated with using Onion-Tree routing. Once the requests 

are at the router level, they are forwarded to the IGW using 

Onion-Tree routing in a similar fashion. When multiple IGWs 

are present, multiple trees are formed with overlapping 

branches. Each MR maintains a virtual ring table to keep 

record of the entire virtual rings it belongs to. It can decide 

which virtual ring to use for communication depending on the 

factors like delay tolerance, level of privacy requirement and 

availability of request career access signal from an IGW. 

IV. IMPLEMENTATION DETAILS 

This section looks further deep into our proposed Multilevel 

Onion Tree Routing (MOTR) scheme. An effort has been 

made to explain each and every step involved in the 

implementation of the MOTR scheme in great detail. For a 

better understanding, WMN is divided into two levels, higher 

level constituting of the MRs and the IGWs. The lower level 

constitutes one MR and associated MCs with it. Hence, there 

are multiple independent sets of entities at the lower level as 

shown by circles in the Figure 11. Entire WMN can be broken 

into these sets as subgraphs for lower level computation.  

The membership of each of these individual sets is dynamic 

as MC‘s keep leaving a MR and joining the network through 

another MR. This is the first difference between the lower 

level network and higher level network as the members of the 

higher level, which is termed as the network backbone and 

generally remains invariant. Secondly, the entities in the higher 

level of the WMN are assumed to have adequate access of 

energy and computing capability. These are general properties 

of a WMN, while MOTR does not depend on these factors or 

utilize such assumptions. Hence, MOTR can be equally 

applicable to a WMN where all entities have some level of 

mobility.  

When the network is initiated, all entities possess 

appropriate shared secrets to establish pairwise symmetric key 

for secure communication as per PBS scheme discussed earlier 

in Section I-A2. It is critical to ensure security and privacy at 

the lower level of the WMN as it consists of untrusted user 

nodes that can be a possible threat, as their association to MRs 

changes dynamically. Another factor considered is the fact that 

most of the entities in the lower level network layer have fixed 

power supply and limited computing capability. Hence, PBS 

plays a very important role in establishing secure pairwise 

symmetric keys at a significantly lower cost as compared to an 

asymmetric public-private key system. Each member set of 

lower level WMN can be viewed as a graph, with the member 

entities as vertices’, which can be converted into a tree by 

removing the cycles from it and MR being the root of the tree. 

This network graph computation is done by the parent MR as 

it has the complete knowledge of the graph containing the MR 

and the registered MCs. Every branch starting at the MR and 

ending in a leaf node of the tree can be viewed as a virtual 

ring. Figure 12 shows the formation of a virtual ring from a 

 
 

Fig. 11: Lower Level Sets 

  

 
 

Fig. 12: A Virtual-Ring created from a branch 
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branch.  

The packets in this virtual ring can be viewed as always 

traveling in one direction on a circular path, literally along the 

branch the data travels from the MR traversing the entire 

branch until the leaf node and then backwards along the same 

path to the MR. This simulates the effect of a ring, hence 

named as a virtual ring. This process of virtual ring creation 

takes place at each MR at regular intervals which is called as 

the time interval. Repetition of this process is critical to 

account for the changes in the network structure, leading to 

disconnections in pre-existing branches and could include 

newly created links. Adding new branches also increases the 

number of nodes in the anonymity set, hence achieving a 

higher level of privacy. So, a low value of time interval can 

help achieve higher level of privacy and current branch tables 

leading to increased number of successful transmissions. But, 

on the other hand, a very low value of can lead to high 

overhead and could overload the network. Privacy is achieved 

at a cost of overheads. The value of should be optimal by 

maintaining a stable network while providing highest level of 

privacy possible under the given constraints. Once the network 

has been initiated, the MOTR scheme works at the lower level 

in the following steps: 

1) Find a spanning tree for the subgraph with MR being the 

root. 

2) Find branches containing both a leaf node and the MR. 

We call these branches as virtual rings. 

3) MR sends a virtual ring initiation onion packet to all the 

virtual rings found. In this step, a fully loaded onion is 

packaged at the MR and is peeled hop by hop as it traverses 

through a virtual ring while distributing virtual ring 

information to each member node. 

4) Each node receiving the onion decrypts the layer (peels) 

meant for it and appends the new ring information to its 

virtual ring table and forwards the remaining onion to the 

next hop.  

5) Once all the virtual rings have been registered at the MR, 

the MR sends a data request career signal packet to each 

virtual ring. In this step, each member of the virtual ring 

adds a layer of encryption to this packet. The onion is 

complete at the leaf node of the virtual ring which is 

transmitted back to the MR. Upon receiving this onion, MR 

decrypts all the layers of the onion to extract a data access 

request. 

6) The MR might receive multiple requests from several 

virtual rings simultaneously. The MR can decide which 

requests to serve and in which order. Then, the MR 

responds with the permission to send. In the communication 

phase, no onions are required. The data is encrypted by the 

shared key between the receiver and the MR. When these 

data packets traverse along the virtual ring, they are 

encrypted by a second layer of encryption using the shared 

key between the forwarding node and its previous hop in the 

virtual ring as shown in the Table II. 

7) Once data access session is over, steps 5 through 7 are 

repeated until time interval expires or there is a change in 

the network structure. Steps 1 through 7 are repeated in that 

 
 

Fig. 14: A Packet Propagation Path from Client to IGW 

  

TABLE III 

NUMBER OF POLYNOMIAL FUNCTIONS REQUIRED 

VERSUS NETWORK SIZE 

l s M Functions Nodes 

4 2 1 2 6 

4 2 2 6 96 

4 2 3 10 486 

4 2 4 14 1536 

4 2 5 18 3750 

4 2 6 22 7776 

4 2 7 26 14406 

4 2 8 30 24576 

 

 

 
 

Fig. 13: Work Flow of a MR for Lower Level Network 
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case.  

 

Onion packets are used to protect the identity of the sender 

and the receiver. That is why we use it in both the critical steps 

of Virtual Ring Initiation and Career Access Request Signals. 

But, we do not use onion packets in the data communication 

phase, once the Virtual rings are formed, we just use one of the 

rings to communicate using the Virtual ring table. The only 

information revealed to an intermediate node is the previous 

node id and the next hop id. This also reduces the overhead of 

multiple encryptions and is simple to implement.  

Since, MR acts as a bridge between the lower level network 

and the higher level (backbone) WMN, it possess’ at least two 

interfaces to act as a bridge. All the MRs in the backbone wait 

to be served by the IGW very similar to MCs in the lower 

level. MR cannot initiate a data access session as it has to wait 

for a career access request signal by the IGW and until the 

time its request has been accepted, only then it can start a data 

session. During this time, all the requests that have been 

pushed from the lower level to a MR have to wait in the queue 

at the MR. This adds up to a queuing delay. But, this is the 

price we pay for high level of security. According to our 

assumptions, MRs have sufficient memory available for an 

unlimited data queuing. The computing and power capabilities 

of a MR are also assumed to be more than sufficient. Thus, at 

the higher level (backbone), we need not hesitate to use 

Public-Private key pairs and onion protocol for every 

transmission. Techniques like backbone flooding have also 

been proved to perform well for example as in [20]. 

 

V. PERFORMANCE ANALYSIS AND RESULTS 

In [7], we have shown that our PBS (polynomial based 

scheme) is highly scalable and perfectly secure which is 

provided at a very low cost as we can see in the Table III that 

with very low number of functions stored on a MC we can 

support a very large sized network with full connectivity. 

The proposed Multilevel Onion Tree Routing (MOTR) 

takes this to the next level and fills the gap of privacy in case 

of an attack by a global adversary. Very high level of 

anonymity is achieved at the cost of some incremental 

overheads, like multiple encryption and added delay. In case 

of Multilevel Onion-Tree Routing, the overheads are caused 

by the redundant paths and Multiple Encryption as onion 

routing is used in some cases. It can be debated that the onions 

have a heavy cost of usage. But, in Multilevel Onion-Tree 

Routing, we only use Onion layers to initiate the branches. 

Once branches have been established, only two layers of 

encryption is used, first layer of encryption is done utilizing 

the shared key between the MR and the client in an active 

session and then a second layer of encryption is used by the 

forwarding MCs for secure communication using the shared 

key among themselves in each hop which is established 

initially by using the PBS scheme. This helps us keep the cost 

to bare minimum for multiple encryptions as compared to a 

pure onion ring routing in [13] and layered onion ring routing 

approach of [9] where they always use onions for any type of 

communication. 

Another issue of redundant paths can be justified by the 

logic that all the nodes in a branch are scheduled for sessions 

of communication by the MR they are registered with, which 

makes sure that there is a global load balancing and 100% 

channel access bandwidth is used with CSMA/CA. We can 

also make sure to keep the delays under a certain level by 

limiting the length of branches not too long in case of 

applications that are sensitive to delays and require higher QoS 

(Quality of Service). This scheme uses more energy than a 

regular end-to-end communication in a typical WMN. But, this 

added cost enables us to achieve a very high level of privacy. 

Redundancy in Multilevel Onion-Tree Routing is much more 

efficient than Phantom Routing of [12] which is based on 

flooding to ensure privacy among a group of nodes that 

requires too many retransmissions. It can also be intuitively 

observed that in a branch with MCs closer to the MR have 

lower probabilities of getting served, whereas nodes farther 

away are given a higher priority to access the communication 

medium. This strategy serves to our benefit as it assures load 

balancing as in a typical WMN, as MCs closer to a MR get 

increased access to the communication medium. Another 

factor that also makes sure that the MCs, present in the close 

vicinity of the MR, do not get starved as they have a higher 

chance to be a member of multiple branches if they exist. 

Nodes farther away are more spread out and do not have any 

such benefit. 

 

1) Anonymity 

To an outside observer, all the nodes in the WMN along 

 
 

Fig. 15: Analyzing Weighted Hop Count 
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both the layers act exactly the same. The encrypted 

communication combined with the usage of dummy packets 

makes it impossible even for the global observer to isolate the 

node initiating the communication session. Additionally, a 

session is never initiated at the MC as it can only request for a 

session to a MR and the session is always initiated at the MR. 

In case of presence of an inside attacker, much information 

cannot be leaked as each MC only knows about the 1-hop 

information among the branch (previous and next entity). The 

data packets forwarded by an inside attacker are encrypted and 

it cannot make a difference between a dummy packet and a 

data packet as they look exactly the same to an inside attacker. 

 

2) Intersection Attack by Global Adversary 

In [9], the authors talk about a new kind of attack that our 

WMN can be vulnerable to. In this work, they use onion rings 

for anonymity and consider a global attacker observing all the 

ongoing transmissions. In the case of such a global attacker, it 

can monitor the pattern of flow of traffic. In case of low traffic 

network and fewer numbers of rings, it might be able to isolate 

rings by monitoring the flow of traffic. Furthermore, if there is 

a node that accesses an address visited very rarely by few users 

and uses two different rings to access this address, the global 

attacker might be able to isolate the node initiating the session 

by taking the intersection of the two rings. In our scheme, the 

flow of traffic goes through two layers of branches which 

make it impossible to isolate the session initiator. One branch 

first takes the packet from the MC at the lower layer to the 

MR. Then, another branch randomly propagates the packet to 

the IGW. In our case, the selection of branches on different 

levels is totally independent which makes it difficult to predict 

what path the packet is going to take. Additionally, availability 

of multiple branches adds further randomization to the 

selection of the final path taken. Multiple layers and 

availability of several branches makes our scheme more or less 

private and secure. Furthermore, these branches keep on 

changing dynamically over time. 

 

3) Finding Spanning Trees 

In [17], a Spanning Tree Protocol (STP) is described, which 

has been standardized as IEEE 802.1D and utilized to create 

spanning trees in a WMN. We propose to use the same for our 

scheme. We use a Uniform Spanning Tree for our purpose 

which is a random spanning tree chosen with equal probability 

among all possible spanning trees in a connected graph. We 

can use any random walk algorithms to find such Uniform 

spanning trees. Wilson’s Algorithm [18] comes out as a fitting 

solution with a linear time complexity and hence we use that 

for our Multilevel Onion-Tree Routing scheme. Hence, we can 

find Uniform Spanning trees in real time on the fly and create 

Virtual Rings and revoke old ones dynamically at a regular 

interval. Since these tasks are performed only at the MRs, we 

can assume to possess sufficient computing power and energy 

at the MRs. 

 

4) Performance Analysis 

Results from [21] show how the throughput drops in an ad 

hoc network as the number of hops increase while using TCP 

and UDP protocols respectively. The number of hops in an ad-

hoc network from a source to a destination is the key 

 
 

Fig. 16: Regular MC Deployment in Hexagon, Triangle 

and Square Patterns 

  

 
 

Fig. 17: Comparison of findings in different deployments  

 
 

Fig. 18: Comparison of throughput in different deployments 

TABLE IV 

END TO END THROUGHPUT IN AN AD HOC NETWORK 

USING MULTI-HOP TCP 

Hops Throughput (kbits/sec) Latency (ms) 

1 2451 14 

2 771 26 

3 362 45 

4 266 50 

5 210 60 

6 272 100 

7 181 83 

8 159 119 
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parameter that determines the performance of that path. Using 

this fact, the added cost of redundancy in a Virtual Ring 

created in MOTR, can be analyzed in terms of the number of 

hops. For example, in Figure 15, it can be observed that Node 

C can receive data from the MR in three hops which would be 

the same in an end-to-end case. The up-link data sent by Node 

C to the MR, has to travel five hops to reach its destination. 

Hence, the redundancy only affects the up-link packets sent to 

the MR. In a WMN, all the Clients join the network to gain 

Internet access. So, most of the traffic in a WMN can be 

assumed to be to the Internet. In the case of Internet traffic, it’s 

a well observed fact that the most of the packets are down-link 

packets. For the Internet traffic, the ratio between down-link 

and up-link packets is found to be as high as 10:1. The authors, 

in [22] have investigated the traffic of smart-phones using 

Internet. They have found this ratio to be 6:1 in case of 

modern smart-phones. Internet service providers use a safer 

ratio of 4:1 while allocating bandwidth to customers for a 

mixed traffic scenario. 

Using this safe ratio of 4:1, we can actually calculate 

effective hop count in case of using MOTR scheme for the 

Internet traffic in a WMN. As for every 4 down-link packets 

one up-link packet is sent, we can allocate weights of 80% to 

the down-link hop count and 20% to the up-link count. Adding 

these two values gives us the effective hop count traversed by 

the packets during a data access session at a particular node in 

a virtual ring. For example, in Figure 15, we can calculate 

these weighted hop count values for each node and use those 

as effective values in case of end-to-end ad-hoc links for 

further analysis, which will be as follows: 

 

WA = 0.27 + 0.81 = 2.2 hops 

WB = 0.26 + 0.82 = 2  hops 

WC = 0.25 + 0.83 = 3.4 hops 

WD = 0.24 + 0.84 = 4 hops 

 

5) Simulation Results 

For simulation purposes we have used regular deployments 

of MCs around each MR. The MR being at the center. 

Simulation has been performed at a Lower Level Network 

entity set for the evaluation purpose. Three regular 

deployments, Triangle, Square and Hexagon have been used 

for simulation. C + + is used to code and run the simulation for 

the simulation results. Distance between each entity has been 

set to 500 meters. The values in the Table IV have been used 

as seed values for the end-to-end throughput and latency 

values in a WMN. Effective (Weighted) hop counts are 

computed for each MC and this value has been used to 

compute the Throughput and Latency values as described in 

the previous section. Any fractional value of the Effective hop 

count has been rounded off to the next higher integer in 

calculating the maximal value of redundancy cost (privacy). 

Furthermore, the Average throughput and latency values have 

been computed in every different deployment scenario for the 

subgraph. The comparisons in form of several graphs are 

included in figures 17 - 20. Number of MCs used are 47 with 

each MR. A total of 48 wireless entities are used for the 

simulation. 

MOTR results are compared for end-to-end routing in each 

regular deployment scenario. The results are also compared 

with each other amongst different regular deployments.  

VI. CONCLUSION 

We have proposed a scheme that enhances our earlier 

published PBS scheme by integrating MOTR protocol for 

privacy. The new scheme provides superior security and 

privacy at a low cost. Dynamic network management 

capabilities are also provided like key revocation. New nodes 

can join the network and old ones leaving without 

compromising the safety of the entire network. The WMN is 

secured against all the three major types of attacks inside, 

outside and intersection attacks. The network is also perfectly 

secure against a Global Attacker. Analytical and simulation 

results bolster the superiority of our multilevel scheme above 

existing protocols. The goal of privacy is achieved even in a 

dynamic public domain where the traffic traverses through 

internet. 

 
 

Fig. 20: Comparison of hop counts in different deployments 

 
 

Fig. 19: Comparison of Latency in different deployments 
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