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Abstract—This paper proposes a scheme based on Round-Trip 

Time (RTT) measurement to estimate the upper bound of link 

utilization. In conventional active measurement schemes, probe 

packets are temporarily transmitted at greater than the available 

bandwidth through the link under test to estimate its utilization 

rate. This degrades the quality of communication for existing 

traffic passing through the link. In the proposed scheme, two 

RTTs are measured from a source host to both end nodes of a 

targeted link to obtain their probability distribution functions; the 

bandwidth used by the probe packets is much smaller than that 

available. The link utilization rate is estimated by deconvoluting 

the measured RTT values. Numerical results show that the 

proposed scheme estimates link utilization with an accuracy of 

13% under bursty traffic while not degrading existing traffic and 

follows time-varying link utilization on the second time scale. 

 
Index Terms—link utilization, round-trip time, probability 

distribution function, convolution, time-varying. 

 

I. INTRODUCTION 

INK utilization is a key metric in detecting if a network is 

congested, or judge if link capacity is sufficient to ensure 

that the of communication quality meets the customer's 

requirements. Using link utilization, the network operators 

control communication to keep communication quality. To 

realize high-accuracy of communication control, the operators 

have to estimate link utilization with frequency or constantly. 

Link utilization is defined as the ratio of used bandwidth to link 

capacity. Network tomography is to obtain network 

performance by measuring. There are two approaches to 

estimating link utilization: passive and active.  

The passive measurement approach does not transmit any 

probe packet, so traffic passing though the link is not affected 

by the measurement. Traffic information is directly collected at 

each node on the link by using, for example, the Simple 

Network Management Protocol (SNMP) [1]. This approach 

measures the link utilization in an accurate manner and 

frequently or constantly measures it. However, it is not always 

possible to get the information due to administrative 

restrictions. 
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In the active measurement approach, the network 

performance is estimated by sending probe packets from a 

source host to another node on the targeted path. The active 

measurement approach includes Train Of Packet Pair (TOPP) , 

Self Loading Periodic Stream (SLoPS) schemes, Network 

Radar. [2] – [11]. TOPP sends sequence packet pairs on the 

path at increasing rates [2], [5], [6], [7]. Based on the 

relationship between the input and output rates of different 

packet pairs, the observer can estimate the available bandwidth 

of a bottleneck link, which has the smallest available bandwidth 

on a path. In SLoPS, a source host sends periodic streams over 

the path at several constant rates [3], [4], [8]. If the rate is higher 

than the available bandwidth, the one-way delay variation of 

received packets show increasing trend. Otherwise the one-way 

delay variation doesn't show increasing trend. The available 

bandwidth of the bottleneck link is estimated by analyzing the 

trend. The advantage of the active measurement approach is 

that an observer can estimate link utilization without accessing 

each node. In other words, it does not face any administrative 

restriction. However, both the TOPP method and SLoPS send 

probing packets are sent over the path, at rates temporarily 

greater than the available bandwidth. This causes overloaded. 

Because of overloaded, it is not feasible that this scheme 

frequently or constantly measures the link utilization. 

Another network tomography technique was presented as 

Network Radar [10], [11]. This scheme measures RTT to obtain 

packet loss variance and delay variance on a shared link. An 

observer analyzes these variances to estimate the network 

performance. The advantage of this scheme is that sending 

probe packets does not cause any overload because the probe 

packet can be set to small. However, the purpose of this scheme 

is not to estimate link utilization but to estimate loss variance 

and delay variance on the shared link. 

A link utilization estimation scheme based on RTT 

measurement was psresented [9]. This scheme measures two 

RTTs from a source host to both end nodes of a targeted link to 

obtain their probability distribution functions. The link 

utilization rate is estimated by deconvoluting the measured 

RTT values. The advantage of this scheme is that sending probe 

packets does not cause any overload because the probe packet 

can be set to small. However, traffic model for evaluation is too 

simple in [9]. 

This paper proposes a scheme based on Round-Trip Time 

(RTT) measurement that can accurately estimate the upper 

bound of link utilization. In the proposed scheme, two RTTs are 

measured from a source host to both end nodes of a targeted 

link to obtain their probability distribution functions; the 
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bandwidth used by the probe packets is much smaller than that 

available. Link utilization is estimated by deconvoluting the 

measured values. A simulation shows that the proposed scheme 

estimates link utilization with 13% accuracy under bursty 

traffic, while not affecting existing traffic and follows alteration 

of link utilization on the second time scale. 

The remainder of this paper is organized as follows. Section 

II shows the details of the proposed scheme. Section III  

presents performance evaluations of the proposed scheme. The 

work is concluded on Section IV.  

 

II. PROPOSED SCHEME 

A. Link Utilization 

When a packet passes through a node, it is delayed. The 

one-way delay from a node to the next node on the link under 

test (LuT) consists of fixed and variable components, see 

Figure 1. Delay      for packet i is expressed by, 

 

                    (1) 
 

Tf includes fixed delays for forwarding and switching, 

serialization/de-serialization, and propagation. Tf is a constant 

value, which is independent of i, as long as the route of each 

packet is not changed. Tq(i) is caused by queueing at the ingress 

node, where a packet has to wait before being transmitted to the 

output port. 

Link utilization is estimated by using the delay probability 

distribution for LuT from the ingress node to the next node; 

note that the queuing delay at the neighbor node is not included. 

Queuing delay is measured if probe packets are sent from the 

ingress to the neighbor hop node through the link. When the 

queue at the ingress node is empty, there is no queueing delay, 

i.e.,Tq(i) = 0. In this case, the observer measures the minimum 

delay, which is defined as       =         . If the observer 

focuses on the instantaneous time where Tq(i) = 0, the link is 

not utilized. On the other hand, if the queue is not empty, the 

delay for a packet passing through the link is varied by 

queueing. The observer measures a delay that is larger than 

    , where  (Tq > 0). At this moment, the link is utilized. Let  

p(x) be the probability distribution function with 

 

                   (2) 

 

Note that x is used in the same definition through this paper, 

unless stated otherwise. 

The link utilization, which is denoted as U, is the probability 

that the queue is occupied by at least one packet, in other words, 

x > 0. Let the number of probe packets whose delay is Dmin be 

Nx=0, and the number of probe packets whose delay is larger 

than Dmin be Nx>0. U is obtained by, 

 

U = 1 - p(0) =  1  - 
      

             
.  (3) 

 

 

 

B. Network  Models 

To estimate the link utilization expressed in Eq.(3), the 

proposed scheme measures the RTTs of many probe packets, as 

shown in Figure 2, instead of measuring one-way delay. This is 

because the measurement of one-way delay requires the strict 

time and clock synchronization of the two nodes. In general, 

queueing occurs at both ingress and egress nodes, as shown in 

Figure 2. The network model of Figure 2, employs the ping 

mechanism as specified in the Internet Control Message 

Protocol (ICMP) [13].  

 

 
Fig. 1  Network model for one-way delay. 

 

 
Fig. 2.  Network models for RTT. 

 

C. Procedure 

 The procedure of the proposed scheme consists of three 

steps, which are the measurement of RTT, the estimation of the 

probability distribution function, and the estimation of link 

utilization. 

 

RTT Measurement 

An observer at the source host measures the RTTs to both 

end nodes of the LuT. An observer measures RTTs from the 

source host to both end nodes at the same time and measures 

enough RTT-data to obtain the functions. The probability 

distribution functions of RTT from a source host to both end 

nodes are obtained from the RTTs.  

 

 
Fig. 3.  Various RTTs on the path 

 

As shown Figure 3, the observer obtains f(x) and h(x) as the 

probability distribution functions of RTTs from a source host to 

node 2 and node 3, respectively      is the probability 

distribution function of RTT, x, from node 2 (ingress node), to 

node 3 (egress node), of the LuT, where      can be not 

measured directly .       is the probability that the RTT from 
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the ingress node to the egress node on the LuT takes the 

minimum delay. 

 

Estimation of probability distribution function 

     is estimated by deconvoluting f(x) and h(x) that are 

directly measured. As many TCP flows are accommodated on a 

link in a backbone network, it is assumed that traffic 

probabilistic behaviors for different links are independent. 

Therefore, h(x) is the convolution of f(x) and     , where h(0) 

is expressed by 

 

                   (4) 
 

By using Eq. (4),      , which is not directly measurable, is 

obtained by, 

 

      
    

    
                   (5) 

 

Estimation of probability distribution function 

 The observer is able to estimate the link utilization by using 

    . Let      and      be the probability distribution 

functions of the one-way delay in the forward and backward 

directions, respectively (Figure 4).       is given by      and 

    , 
 

                   (6) 
 

Because of queueing delay in the backward direction, 

       . So,           . By using Eq. (3) and        
     , the upper bound of U  is obtained as, 

 

        .   (7) 

 

If there is no queueing delay in the backward direction, q(0) 

= 1. Thus,            . 
By using Eq. (3) and             , U is obtained by, 

 

         .   (8) 
 

 

 
Fig. 4.  OWDs and RTT on the LuT 

 

 

 

 

 

 

 

III. EVALUATION 

The proposed scheme is evaluated via computer simulations 

conducted using ns-3 [15]. Figures 5, 6, 7 and 8 show the 

network used in the simulation.  The simulation conditions are 

as follows. The bandwidth of all links is set to 1 [Gbit/s], and 

the propagation delay of all links is 1 [ms]. Cross traffic, as 

shown in Figures 5, 6, 7 and 8 is randomly generated in each 

link to emulate the background traffic for each link. In this 

simulation, backward traffic is not set to evaluate the basic 

characteristics of the proposed scheme, so that link utilization 

can be specified by Eq. (8) 

We evaluated the estimation accuracy of link utilization and 

dependency of deviations on measurement time on the network 

as Figures 5 and 6. And evaluated following variation of link 

utilization on the network as Figures 7 and  8. 

 

 
Fig. 5.  Network 1 for case 1 

 

Fig. 6.  Network 1 for case 2 

 

 
Fig. 7.  Network 2 for traffic patterns 1 and 2 

 
Fig. 8.  Network 2 for traffic pattern 3 
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A. Estimation accuracy of link utilization 

Case1 

In Figure 5, among the four links through which cross traffic 

passes, one link is set to be the bottleneck, the one with the 

smallest available bandwidth on the path, and was set to traffic 

loads of 0.5, 0.7, or 0.9. The others are set to be non-bottleneck 

with fixed load of 0.3. Load is ratio of the link capacity to 

traffic rate. The size of request and reply packet is set to 32 

[byte]. The packet sizes of cross traffic is set to 1200 [bytes]. 

Sending interval of request packets is set to 10 [ms]. Let Uest 

and Uact be the link utilization estimated by the proposed 

scheme and the actual link utilization, respectively. The 

deviation between Uest and Uact, ∆ is defined by, 

 

 

∆ = | Uest  - Uact|. (9) 

 

The deviations for each bottleneck link are shown in Tables 

I, II, and III, where the measurement time is set to 1000 [sec]. 

Average of ∆ is under 0.03 and standard deviation is 0.016. 

Also, ∆ does not at worst, exceed 0.08. This result shows that 

the proposed scheme estimates link utilization with an accuracy 

of 10%. 

 

Case2 

In Figure 6 among the four links through which cross traffic 

passes, one link is set to be the bottleneck, the one with the 

smallest available bandwidth on the path, and was set to traffic 

loads of 0.5, 0.7, or 0.9. The others are set to be non-bottleneck 

with fixed load of 0.3. The size of request and reply packet is 

set to 32 [byte]. Sending interval of request packets is set to 10 

[ms]. 100 traffic sources were created. Cross traffic was 

generated from each sources and joined at the each link. 10% of 

joined cross traffic flows traverse the node. The cross-traffic 

packet sizes are distributed as follows: 1200 [bytes] are 30%, 

800 [bytes] are 10%, and 500 [bytes] are 60%  [14]. 

The deviations for each bottleneck link are shown in Tables 

IV, V and VI, where the measurement time is set to 1000 [sec]. 

Average of ∆ is about 0.10 and standard deviation is 0.07. This 

result shows that the proposed scheme estimates link utilization 

with an accuracy of 10%. 

 

B. Dependency of deviation on measurement time and 

sending interval of probe packets 

The dependency of the deviation on the measurement time 

and sending interval of probe packets is also investigated. ∆    

is defined as the average value of ∆ during the period over all 

bottleneck links. Figure 9 shows that ∆    is smaller than 0.03 

over a 10 second measurement period when the sending 

interval of probe packets is 1 [ms]. ∆    is smaller than 0.03 

over a 80 second measurement period when the sending 

interval is 10 [ms]. This result shows that reducing the sending 

interval of probe packets  reduces ∆ for short time measurement 

periods. 

 

Table I.  ∆ on each link when the link between nodes 3 and 4 

is the bottleneck link under case 1. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.021 0.006 0.006 

3-4 0.030 0.024 0.018 

4-5 0.017 0.080 0.025 

5-6 0.016 0.046 0.026 

 

Table II.  ∆ on each link when the link between nodes 4 and 5 

is the bottleneck link under case 1. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.012 0.012 0.007 

3-4 0.048 0.049 0.053 

4-5 0.015 0.017 0.015 

5-6 0.016 0.013 0.013 

 

Table III.  ∆ on each link when the link between nodes 5 and 

6 is the bottleneck link under case 1. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.025 0.025 0.025 

3-4 0.045 0.045 0.040 

4-5 0.015 0.021 0.021 

5-6 0.005 0.015 0.017 

 

Table IV.  ∆ on each link when the link between nodes 3 and 

4 is the bottleneck link under case 2. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.245 0.059 0.081 

3-4 0.155 0.038 0.146 

4-5 0.196 0.122 0.147 

5-6 0.089 0.099 0.046 

 

Table V.  ∆ on each link when the link between nodes 4 and 5 

is the bottleneck link under case 2. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.014 0.103 0.229 

3-4 0.013 0.004 0.186 

4-5 0.151 0.158 0.136 

5-6 0.131 0.039 0.023 

 

Table VI.  ∆ on each link when the link between nodes 5 and 

6 is the bottleneck link under case 2. 

 Load on bottleneck link 

Load 0.5 0.7 0.9 

2-3 0.218 0.022 0.060 

3-4 0.030 0.116 0.221 

4-5 0.099 0.249 0.049 

5-6 0.066 0.078 0.168 
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Fig. 9. Dependency of deviation on measurement time and 

sending interval of probe packets 

 

C. Proposal follows change in link utilization 

Link utilization changes from moment to moment, so we 

assessed the ability of the proposed scheme to follow these 

changes. In Figures 7  and  8, the load of link 2-3 is 0.3, while 

the load of link 3-4 varies. 

 

Traffic Patterns 

Figure 7 shows a network model that uses traffic patterns 1 

and 2, which are presented in Figures 10 and 11, respectively. 

The size of request and reply packets is set to 32 [bytes]. Cross 

traffic has packet size of 1200 [bytes], 800 [bytes] and 500 

[bytes]. The three cross-traffic flows, 1200 bytes, 800 bytes, 

and 500 bytes, have equal probability. Sending interval of 

request packets is set to 1 [ms] so the rate is 250 [Kbps]. 

In Figure 8 shows a network model that uses traffic pattern 3, 

which is presented in Figure 12. The size of request and reply 

packets is set to 32 [bytes]. The cross-traffic packet sizes are 

distributed as follows: 1200 [bytes] are 30%, 800 [bytes] are 

10%, and 500 [bytes] are 60% [16]. Sending interval of request 

packets is set to 1 [ms] so the rate is 250 [Kbps]. 

 

 Result of proposal follows change in link utilization 

The jumping-window method is used to conduct the 

measurements [11]. During time interval (t, t + T), the observer 

estimates link utilization and      is denoted as link utilization 

at time t. Interval T, the size of window, is set at values of 5 [s] 

, 10 [s] and 15 [s]. Start time t is shifted by slide width, T. The 

value of estimated link utilization U(t) is determined by 

applying a smoothing filter as defined in Eq. (10), α is the 

smoothing parameter and is set to  0.1.  

 

                              (10) 
 

Estimated link utilization      is plotted in Figures 13, 14 

and 15. Average of ∆ and standard deviation on each window 

size is shown in Tables VII, VIII and  IX.  

 

 

 
Fig. 10. Traffic pattern 1 

 

 
Fig. 11.  Traffic pattern 2 

 

 
Fig. 12.  Traffic pattern 3 

 

In Tables VII and VIII, when window size T is 10 [s], ∆   

0.06. This result shows that the proposed scheme estimates 

time-varying link utilization with an accuracy of 10% on the 

second time scale. 

 

In addition, both tables show that ∆ and standard deviation are 
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smallest when window size T is 10 [s]. When T is small, ∆ is 

large because of the small samples of RTT and when T is large, 

∆ is large because the plot point is delayed by large window 

size. This result shows that the appropriate window size, T, is 

10 [s] for the configuration tested.  

 

 
Fig.13. Proposal follows changes in link utilization in traffic 

pattern 1 

Fig.14. Proposal follows changes in link utilization in traffic 

pattern 2 

 
Fig.15. Proposal follows changes in link utilization in traffic 

pattern 3 

In Table IX, the smallest ∆ is 0.107 when window size T is 

10 [s] or 5 [s]. In almost cases, ∆s in Table VIII are worse than 

those of Tables VII and VIII when ∆ is compared in the same 

window size, because of highly fluctuated traffic. In addition, 

The dependency of the window size is not clearly observed in 

terms of ∆ and its standard deviation. This result shows that the 

proposed scheme estimates time-varying link utilization with 

bursty traffic with an accuracy of 13% 

 

 

Table VII  Proposal follows changes in link utilization in 

traffic pattern 1 

Window size T [s] Average of  ∆ Standard deviation 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

0.062 

0.084 

0.107 

0.075 

0.100 

0.056 

0.116 

0.102 

0.122 

0.133 

0.087 

0.048 

0.089 

0.108 

0.057 

0.088 

0.039 

0.111 

0.072 

0.075 

0.108 

0.091 

 

Table VIII  Proposal follows changes in link utilization in 

traffic pattern 2 

Window size T [s] Average of  ∆ Standard deviation 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

0.065 

0.080 

0.075 

0.087 

0.095 

0.059 

0.065 

0.089 

0.063 

0.079 

0.164 

0.049 

0.068 

0.061 

0.081 

0.072 

0.045 

0.047 

0.063 

0.062 

0.090 

0.113 

 

Table IX  Proposal follows changes in link utilization in 

traffic pattern 3 

Window size T [s] Average of  ∆ Standard deviation 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

0.107 

0.115 

0.111 

0.112 

0.136 

0.107 

0.112 

0.127 

0.125 

0.135 

0.126 

0.092 

0.074 

0.071 

0.064 

0.068 

0.064 

0.075 

0.063 

0.066 

0.074 

0.058 

 

 

Comparison for conventional schemes 
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The proposed scheme impacts existing traffic only slightly, 

while SLoPS and TOPP creates strong impacts over short time 

periods. In the proposed scheme, the probing packet is just 32 

[bytes]. The load of proposed scheme depends on sending 

interval of probe packets, however the maximum bandwidth 

occupied by probe packets in the scheme is only 250 [Kbps]. 

Table VIII compares the extra loads imposed by the proposed 

scheme to those of SLoPS and TOPP. The load of the proposed 

scheme is          , while SLoPS and TOPP scheme must 

exceed the residual bandwidth.  

In addition the proposed scheme follows variation of link 

utilization on the second time scale. It is not feasible to follow 

variation of link utilization with the SLoPS and TOPP scheme, 

because SLoPS and TOPP scheme cause overload on the path. 

Impacting existing traffic only slightly, the proposed scheme 

can follows the variation without affecting existing traffic on 

the path. 

 

Table X  Comparison of extra loads imposed by SLoPS, 

TOPP, and proposed schemes (  > 0) 

  Proposed scheme 

Utilization 

U 

SLoPS/TOPP Interval 10 

[ms] 

Interval 1 [ms] 

0.5 0.5 +                       

0.7 0.3 +                       

0.9 0.1 +                       

 

IV. CONCLUSION 

This paper proposed a scheme based on RTT measurements 

to estimate upper bound of link utilization.  In the proposed 

scheme, two RTTs are measured from a source host to both end 

nodes of the targeted link to obtain their probability distribution 

functions; the bandwidth used by the probe packets is much 

smaller than the available one. The upper bound of link 

utilization is estimated by deconvoluting the measured RTTs. 

The numerical results of the simulation showed that the 

proposed scheme estimates the upper bound of link utilization 

with an accuracy of 13%, while not degrading existing traffic 

and well follows the time-varying link utilization rate on the 

second time scale. 

 

REFERENCES 

[1] J. Case, M. Fedor, M. Schoffstall, and J. Davin. ``A Simple Network 

Management Protocol (SNMP)", RFC1157, May 1990. 

[2] B. Melander, M. Bjorkman, and P. Gunningberg, ``A New End-to-End 
Probing and Analysis Method for Estimating Bandwidth Bottlenecks,'' In 

Global Internet Symposium, 2000. 

[3] M. Jain, and C. Dovrolis, ``End-to-End Available Bandwidth: 
Measurement Methodology, Dynamics, and Relation with TCP 

Through-put,'' Proc. of the 2002 SIGCOMM conference, 2002. 
[4] V. Ribeiro, R. Riedi, R. Baraniuk, J. Navratil, and L. Cottrell, 

``pathChirp: Efficient Available Bandwidth Estimation for Network 

Paths,'' Passive and Active Measurement Workshop, 2003. 
[5] N. Hu, and P. Steenkiste, ̀ `Estimating Available Bandwidth Using Packet 

Pair Probing,'' 2002. 

[6] C. Dorolis, ``Packet-Dispersion Techniques and a Capacity-Estimation 
Methodology,'' IEEE/ACM TRANSACTINOS, Vol.12, No.6, December 

2004. 

[7] X. Liu, K. Ravindran, and D. Loguinov, ``Multi-Hop Probing 

Asymptotics in Available Bandwidth Estimation: Stochastic Analysis,'' 
Proceedings of the 5th ACM SIGCOMM conference, 2005. 

[8] M. Jain, and C. Dovrolis, ``End-to-end Estimation of the Available 

Bandwidth Variation Range,'' Proceedings of the 2005 ACM 
SIGMETRICS, 2005. 

[9] K. Igai, and E. Oki, ``A Simple Link-Utilization Estimation Scheme 

Based on RTT Measurement,'' Proc. of the IEEE-ISAS 2011, 2011. 
[10] Y. Tsang, M. Yildiz, P, Barford, and R. Nowak, ``Network Radar: 

Tomography from Round Trip Time Measurements," ACM 2004, 2004. 

[11] Y. Tsang, M. Yildiz, P, Barford, and R. Nowak, ``On the Performance of 
Round-Trip Time Netwrok Tomography," Proc. of IEEE ICC 2006, 2006. 

[12] E. Oki , N. Yamanaka, K. Shiomoto, and S. D. Moitra  ``A New Multiple 

QoS Control Scheme with Equivalent-Window CAC in ATM Networks,''  
IEICE Trans. COMMUN., Vol. E-81-B, No. 7, July 1998. 

[13] J. Postel, ``Internet Control Message Protocol," RFC792, Sept. 1981. 

[14] R. Sinha, C. Papadopoulos, and J. Heidemann, ``Internet Packet Size 
Distributions:Some Observations," Technical Report ISI-TR-2007-643, 

USC/Information Sciences Institute, 2007. 

[15] ``The ns-3 network simulator,'' http://www.nsnam.org/, 2011. 

 

 
Kiyofumi Igai is with Graduate School of Informatics and Engineering, the 

University of Electro-Communications, Tokyo, Japan. He focuses on network 
measurement and network tomography in particular estimation schemes for 

available bandwidth or link utilization. He is a Student member of Institute of 
Electronics, Information and Communication Engineering (IEICE). 

 

Eiji Oki is an Associate Professor at the University of 
Electro-Communications, Tokyo, Japan. He received the B.E. and M.E. 

degrees in instrumentation engineering and a Ph.D. degree in electrical 

engineering from Keio University, Yokohama, Japan, in 1991, 1993, and 1999, 
respectively. In 1993, he joined Nippon Telegraph and Telephone Corporation 

(NTT) Communication Switching Laboratories, Tokyo, Japan. He has been 

researching network design and control, traffic-control methods, and 
high-speed switching systems. From 2000 to 2001, he was a Visiting Scholar at 

the Polytechnic Institute of New York University, Brooklyn, New York, where 

he was involved in designing terabit switch/router systems. He was engaged in 
researching and developing high-speed optical IP backbone networks with 

NTT Laboratories. He joined the University of Electro-Communications, 

Tokyo, Japan, in July 2008. He has been active in standardization of path 
computation element (PCE) and GMPLS in the IETF. He wrote more than ten 

IETF RFCs and drafts. Prof. Oki was the recipient of the 1998 Switching 

System Research Award and the 1999 Excellent Paper Award presented by 
IEICE, the 2001 Asia-Pacific Outstanding Young Researcher Award presented 

by IEEE Communications Society for his contribution to broadband network, 

ATM, and optical IP technologies, and the 2010 Telecom System Technology 
Prize by the Telecommunications Advanced Foundation. He has co-authored 

two books, Broadband Packet Switching Technologies, published by John 

Wiley, New York, in 2001, and GMPLS Technologies, published by CRC 
Press, Boca Raton, FL, in 2005. He is an IEEE Senior Member. 

 

 


